A5

e

=/

0
g

(1=

D

WIRTSCTHAFTS
UNIVERSITAY
WIEN VIENNA

UNIVERSITY OF
ECONOMICS
AND BUSINESS

::::::::::

Bachelor Thesis

Towards a more privacy-aware
social web: Challenges and
opportunities for decentralized web
platforms

Stefan Reithofer

Subject Area: Information Business
Studienkennzahl: J033/561
Supervisor: Dr. Sabrina Kirrane

Date of Submission: 21. November 2019

Department of Information Systems and Operations, Vienna University of
Economics and Business, Welthandelsplatz 1, 1020 Vienna, Austria

DEPARTMENT FUR INFORMATIONS-
VERARBEITUNG UND PROZESS-
MANAGEMENT DEPARTMENT

OF INFORMATION SYSTEMS AND
QOPERATIONS



Contents

1 Introduction 1
2 Research methodology and background 4
2.1 Re-decentralize the social web: A brief historic
OVETVIEW . . . . o v v v i e e i e e e 4
2.2 Research methodology . . . .. .. ... ... ... ...... 6
2.2.1 Planning thereview. . . . . . .. .. .. ... .. ... 6
2.2.2  Conducting the review . . . . . . ... ... ... ... 7
2.2.3 Reporting thereview . . . . . . ... ... 8
3 Taxonomy of network architectures 10
3.1 Centralized datasilos . . . . . . ... ... ... ... ... 11
3.2 Decentralized networks and Linked Data . . . . .. . ... .. 12
3.3 Blockchain and Distributed Ledger Technology . . . . . . . .. 14
4 Authentication, access control and encryption for a decen-
tralized web 17
4.1 A Motivating Scenario . . . . . ... ... . L. 17
4.2 Authentication . . . . . .. .. ... ... 20
4.3 Access Control . . . . . ... ... 22
4.4 Encryption . . . ... Lo 23
5 Decentralization in Solid, Digi.me and Mastodon 26
5.1 Solid . . . . .. 26
5.1.1 Global identity management architecture . . . . . . . . 28
5.1.2  Decentralized data management . . . . . . .. .. ... 29
5.1.3  Web Access Control for cross-domain authorization . . 30
5.1.4  WebID certificates for user authentication . . . . . .. 30
5.2 Digime . . . . . 31
5.2.1 Core components . . . . . . . .. ... ... ... ... 32
5.2.2 Consent Access Service . . . . .. .. ... 33
5.2.3 Synchronization service and data storage . . . . . . . . 35
5.3 Mastodon . . . . . . ... 37
5.3.1 ActivityPub . . . ... oo 38
5.3.2 Authentication . . ... .. ... .. ... ... ... 39

5.3.3 Access Control . . . . . . . ... ... 40

il



5.3.4 Encryption . .. .. ... oo 40

5.4 Discussion . . . . . . ... ..o 41
5.4.1 Solid . . ... ... .. 42

54.2 Digime . . . ... 42

54.3 Mastodon . . . . ... ... 42

5.4.4 User and developer adoption . . . . . . ... ... ... 43

54.5 Openstandards . . . ... .. .. ... ... ... .. 44

5.4.6  Monetization and decentralized business models . . . . 44

5.5 Future work . . . . . . . ... ... 45

6 Conclusion 46

List of Tables

S Ot s W N

Stages of the review process . . . . . . .. .. ... ... .. 7
Applied search syntax on digital databases . . . . . . .. ... 7
Document type per year . . . . . . .. ... L. 8
Literature classification based on keywords . . . . . . . . . .. 9
Literature classification based on keywords . . . . . .. .. .. 18
Comparison of web platforms based on key indicators . . . . . 41

List of Figures

co I O Ut k= W NN =

Taxonomy of system architectures . . . . . . . ... ... ... 10
Blockchain data structure - hash pointers . . . . . . . . . . .. 15
Digital signatures . . . . . . ... ... oL 24
Solid architecture . . . . . . .. ... 0L 27
Core components of Digime . . . . .. ... ... ... ... .. 32
Consent Access Service on Digime . . . .. . ... ... ... 34
Data synchronization on Digime . . .. .. .. .. ... ... 36
Mastodon Fediverse based on ActivityPub . . . ... .. . .. 38

v



"Arguing that you don’t care about the right to privacy because you
have nothing to hide is no different than saying you don’t care about
free speech because you have nothing to say."

Edward Snowden, Former National Security Agency subcontractor



List of acronyms

ABE Attribute Based Encryption

ACL  Access Control List

AES  Advanced Encryption Standard
API  Application Programming Interface
CA Certificate Authority

DAG Directed Acyclic Graph

dBFT Delegated Byzantine Fault Tolerance
DDoS Distributed Denial of Service

DES Data Encryption Standard

DHT Distributed Hash Tables

DLT  Distributed Ledger Technologies
GAFA Google, Amazon, Facebook and Apple
HREF Hypertext Reference

HTML Hypertext Markup Language
HTTP Hypertext Transfer Protocol

IaaS Infrastructure as a Service

JSON JavaScript Object Notation

JWA JSON Web Algorithms

JWE JSON Web Encryption

JWS JSON Web Signature

JWT JSON Web Token

LDP Linked Data Platform

LDPC Linked Data Platform Containers

vi



LDPR Linked Data Platform Resources
LDW Linked Data Web

N3 Notation 3

OAEP Optimal Asymmetric Encryption Padding
P2P  Peer-to-Peer

P3P  Platform for privacy preferences
PaaS Platform as a Service

PDS  Personal Data Stores

PKI  Public Key Infrastructure

PoC  Proof-of-Capacity

POD Personal Online Data Store

PoET Proof of Elapsed Time

PoS  Proof-of-Stake

PoW  Proof-of-Work

RDF Resource Description Framework
RSA Rivest-Shamir-Adleman

SaaS Software as a Service

SME Small and Medium-sized Enterprises
SMTP Simple Mail Transfer Protocol
SSL  Secure Sockets Layer

TLS  Transport Layer Security

URI  Uniform Resource Identifiers
W3C World Wide Web Consortium
WAC Web Access Control

WICG Web Incubator Community Group

vil



Abstract

When Tim Berners-Lee laid the foundation for the World Wide
Web back in 1989 it marked a paradigm shift in the exchange of
information. Besides all the positive implications in terms of eco-
nomic growth and shared knowledge, the evolution of the internet
took a disputable course over the last two decades. Centralized ser-
vices have allowed for tremendous amounts of data to be stored by a
few corporate-controlled mega-platforms. As data generated by social
networking applications, banking platforms, medicine or insurance ser-
vices is getting more and more sensitive, it raises significant concerns
regarding privacy and transparency in data processing. In this thesis,
we provide a comparative analysis of three different decentralization
initiatives, namely Solid, Digi.me and Mastodon. We examine them
in terms of their key technical and non-technical challenges in order
to demonstrate the difficulties and opportunities with respect to the
development of decentralized social web platforms.

1 Introduction

Nowadays more than 3.1 billion people are connected to the internet [51].
The ubiquity of online services and the ever advancing computational power
and storage space had led to an unprecedented amount of data. This data
is not only collected, but is regularly analyzed to gain valuable information
which leads to innovation and economic growth [143]. Despite the many ben-
efits a data-driven society provides to its users, there are always two sides
of the coin. The value created through personalized services and recommen-
dation systems, whose algorithms operate on large amounts of data input,
are often in contrast to violations of user privacy in the form of information
dissemination, data exposure or improper usage.

The initial idea of the World Wide Web was to create a decentralized,
global network that allows everyone to share any type of resource with the
world [126]. As the early web advocate John Perry Barlow stated, "We are
creating a world where anyone, anywhere may express his or her beliefs, no
matter how singular, without fear of being coerced into silence or confor-
mity" |9]. Ibanez et al. [64] identified two fundamental principles to capture
the vision of the internet: On the one hand, decentralization allows everyone
to share anything on the web without permission from a central authority;
and on the other hand, common standards such as the Hypertext Transfer



Protocol (HTTP)! used for communication between web servers and clients,
provide universality and thus, interoperability for the involved actors. How-
ever, the web has become increasingly centralized and the success of most
of the widely used web applications today is generated by avoiding these
principles. This may be explained partly due to the ease with which de-
velopers were able to build these systems, and partly due to the fact that
these platforms attracted advertiser’s attention on a large scale. Reinforced
by network effects and market forces, natural monopolies formed, result-
ing in the centralization of consumers, data, and finally corporate-controlled
power [10]. Processing data on centralized servers and thus creating closed si-
los empowered a few mega-platforms such as Google, Amazon, Facebook and
Apple (GAFA) to have alarming control over operations and user data [120].

More than 3.5 billion search queries per day on Google and over 1.2 billion
active users daily on Facebook has made these platforms accountable for 80
percent of all incoming traffic to online news sources in the United States [3].
These, de facto monopolies make it hard for innovative competitors and
especially Small and Medium-sized Enterprises (SME) to enter markets such
as the social media market [57], and impede the ability of consumers to choose
a different platform [62]. The success of the underlying business models
is highly correlated with the importance of data in todays time. Targeted
advertising, which is by far the most important revenue source of Facebook, is
based on tracking user behaviour not only out of Facebook activities but also
of activities which take place on affiliated third party sites (e.g. web-browsing
histories or shopping habits) [67]. Although many of these data sharing
agreements have been made public, the details specifying how, what and
to which extent data is shared between the companies has remained secret,
resulting in a constant uncertainty of consumers about where surveillance
begins and where it ends [30].

Facebook has collected over 300 petabytes of personal data since its in-
ception in 2004 [143]. This corresponds to 300 million gigabytes of valuable
information on the user’s interests and habits. As a result, the GAFA find
themselves in a position which enables them to have a serious impact on
individuals’ behaviour. Content Nudging, if done properly, can affect con-
sumer behaviour in a subtle way without restricting the user’s freedom of
choice [35]. By placing marketing content on well-suited touchpoints, Face-
book and others can influence the decision-making process of users in favour
of advertisers. Our individual search manner leveraged by recommendation
algorithms often results in filter bubbles that can cause a state of intellec-

Thttps:/ /tools.ietf.org/html/rfc2616



tual isolation [115]. The isolated information and beliefs are often reinforced
and amplified by repetition inside closed silos. In media this phenomenon is
referred to as echo chambers. Thus, users often become victims of confirma-
tion bias [80]. A systematic error of inductive reasoning due to the fact that
we tend to consume information based on confirmation factors that reinforce
our preexisting views and beliefs.

However, the surveillance of social media activity [124] and the collec-
tion of personal data do not only harm privacy of individuals. Using digital
footprints and social media activities to systematically derive psychographic
profiles even has the potential to influence major political and democratic
events. The Facebook-Cambridge Analytica data scandal in which infor-
mation from millions of Facebook profiles was collected without the user’s
consent and used for political advertising purposes, led to a dismay in larger
contexts and a watershed moment for the public understanding of data pri-
vacy. According to the report "Assessing Russian Activities and Intentions
in Recent US Elections’ [137] published by the US Office of the Director of
National Intelligence, millions of social networking records on various plat-
forms like Twitter or Facebook were influenced in favour of Donald Trump
in the run-up to the 2016 elections. In fact, many commentators believe that
Donald Trump would not have won the 2016 elections without the influence
of social media or fake news [1].

Several investigations have shown that their were Cambridge Analytica
interventions in the run-up to the UKs Brexit vote as well [23, 21]. The
systematic psychographic profiling in correlation with Facebook activities
allowed Cambridge Analytica to derive personality profiles, religious affilia-
tion, sexual orientation, intelligence or political views based on users’ digi-
tal footprints [65]. Once someone is in possession of this information, they
could actively manipulate the voting behaviour of individuals by placing well-
directed, political advertising. This well-directed disinformation, intended
or not, put Facebook in a position to even have an impact on our democ-
racy. The influence on an individual’s behaviour leveraged by the absence
of transparency in data processing practises, and a constantly present un-
certainty about information disclosure (such as huge amounts of recently ex-
posed phone numbers [136] or millions of passwords stored in plaintext [93])
lead to substantial issues with todays web.

These problems have been present for many years, and many proposals
such as WebBox [127], Musubi [10] or efforts from the Diaspora Foundation?
aimed to re-decentralize the social web. However, none of these projects

Zhttps://diasporafoundation.org/



succeeded in their attempt to be a genuine alternative to centralized silos.
Reason enough to take a deeper look into the characteristics of decentralized
personal data architectures and in particular decentralized social web appli-
cations. From 2015 onwards, platforms like Solid?, Digi.me?, or Mastodon®,
started to gain traction and brought new hope to make the web a more self
determining and better place. In this thesis, we will exemplify some of the
most challenging obstacles these platforms face. Furthermore, we will high-
light the implications on user privacy that arise with a more transparent and
decentralized data processing paradigm.

The remainder of this thesis is structured as follows: Chapter 2 outlines
the background, the research questions and describes the chosen research ap-
proach as well as the various stages of the review process. Chapter 3 presents
an overview of centralized, decentralized and distributed system architec-
tures. Chapter j provides a taxonomy of data privacy and further outlines
some of the most important techniques that are used to decentralize the so-
cial web. Chapter 5 presents the initiatives of Solid, Digi.me and Mastodon
in terms of their technical functionality and further provides a discussion
based on the status quo and some key challenges of these initiatives. Finally,
Chapter 6 concludes the thesis.

2 Research methodology and background

This chapter outlines the research background covered during the review
process. Moreover, we briefly present the research questions and provide our
approach to the research work used to answer the posed questions.

2.1 Re-decentralize the social web: A brief historic
overview

The first attempts to decentralize the social web reach back to the late 1990s
and started with the so-called 'negotiated privacy techniques’. The concept
of infomediary initiatives was shaped by the 1999 book Net worth [54] by
John Hagel and Marc Singer and aimed to connect users and commercial
entities such as marketers. Information intermediaries act as data brokers,
which provide consumers with the possibility to maximize the value of their

3https://solid.inrupt.com/
4https://digi.me/
Shttps://mastodon.social /about



data [26]. A mix of private contracts between consumers and commercial
entities, and decentralized data storage was supposed to solve privacy prob-
lems. However, within half a decade all commercial efforts such as Lume-
ria |77], AllAdvantage [387], PrivaSeek [33] or Persona |[7] failed [91]. Their
approach was to enhance privacy by giving the user the possibility to decide
which service provider gets access to what kind of personal information. The
Platform for privacy preferences (P3P)%, started by the World Wide Web
Consortium (W3C), was seen as the most promising community initiative.
Similar to their commercial counterparts, the P3P aimed to enable users to
set privacy preferences over data processing practises of different web sites.
However, the lack of trust users had in such infomediaries and the difficult
and convoluted use prevented the success of this projects [96, 110].

Around the year 2008, a series of alarming privacy mishaps by Google
and Facebook were made public [I11], leading to a flood of simultaneous
approaches for distributed social networks. Nearly all of them build on the
combination of a distributed approach to store user information in Personal
Data Stores (PDS) or personal data servers, and access control and encryp-
tion techniques such as Attribute Based Encryption (ABE) or Public Key
Infrastructure (PKI) [39]. Diaspora [15], as perhaps one of the most well
known projects, enables users to act as local servers, and thus, keeping con-
trol over their personal data. In Safebook [l 16] and My3 [92], privacy is
achieved by selecting a set of trusted friends, each storing content with a
different level of trust. PeerSoN [21] deals with privacy issues using access
control and encryption techniques combined with a Peer-to-Peer (P2P) effort
to supplant the centralized service. LifeSocial. KOM [19] and Cachet [95] use
Distributed Hash Tables (DHT) to store and replicate data in a cryptograph-
ically secured way.

Many more efforts such as Likir [2], LotusNet [3], SuperNova [109] or
SOUP [74] focused on privacy-aware social networking services. The Web-
Box project by Van Kleek et al. [112] , | presented an approach for

tackling fragmentation among applications by focusing on personal data lock-
ers. Thus, providing unified personal data spaces under the user’s control,
instead of storing data in centralized online silos.

Shttps://www.w3.org/TR/NOTE-P3P-CACM/



In light of the above stated problems and the conducted background research,
we propose the following research question, which can be further divided into
three subsequent questions:

What key challenges and opportunities arise when it comes
to decentralized data processing on social web platforms?

- What techniques can be used to facilitate authentication,
access control and encryption in decentralized platforms?

- What platforms are available that offer users more control
with respect to personal data processing?

- How do these platforms differ in terms of their approach
to authentication, access control and encryption?

2.2 Research methodology

In order to answer the aforementioned research questions, a systematic lit-
erature review is used to acquire an in-depth understanding of the discussed
topics. Higgins et al. [79] stated the need for a systematic review as follows:

"A systematic review attempts to collate all empirical evidence that fits
pre-specified eligibility criteria in order to answer a specific research ques-
tion. It uses explicit, systematic methods that are selected with a view to
minimizing bias, thus providing more reliable findings from which conclu-
sions can be drawn and decisions made."

According to the guidelines described by Kitchenham and Charters [73], the
three main stages contain: (i) Planning the review; (ii) Conducting the re-
view; and (iii) Reporting the review. All of them are outlined in the subse-
quent sections more detailed.

2.2.1 Planning the review

In order to gain as much understanding of the relevant topics and papers
and in order to be able to select the proper literature, we developed a review
protocol (see Table 1). The protocol aims to outline the criteria we used
to select the most useful and appropriate literature. The search process has
mainly comprised the keywords decentralized web, personal data, privacy, de-
centralization, information security and decentralized identity. We used three
online databases, namely: (i) Google Scholar; (ii) ProQuest; and (iii) DBLP.
Google Scholar offers one of the largest digital databases for peer-reviewed,



Review protocol

. L. Number of
Stage of the review process Description papers left
Stage 1: Discovery and data Discover online databases for relevant literature. Criteria for 61
g€ 1 extractio}; the selection: (i) the title; (ii) the keywords of the given
paper; and (iii) the keywords of the citing papers.
58
Stage 2: Selection criteria Set language criteria for the discovered literature to English
. . - Set document type for the discovered literature to journal, 52
Stage 3: Selection criteria conference or workshop paper
42
Evaluate papers based on the abstract. Criteria for the
. . selection: (%) the conceptual association to the relevant
Stage 4: Abstract evaluation topics; (ii) the temporal relevance and topicality; and
(iit) a suitable level of abstraction.
Evaluate papers based on full reading. Criteria for the
. . selection: (i) the conceptual association to the relevant
Stage 5: Full paper evaluation topics; (i) the temporal relevance and topicality; and 36
(i11) a suitable level of abstraction.

Table 1: Stages of the review process

Search syntax on online databases

Data Source: End of May 2019

Applied search syntax

(i) Google Scholar database (https://scholar.google.com/) -
Keywords used: ’decentralized web’ and ’personal data’ and
’privacy’

(ii) DBLP database (https://dblp.uni-trier.de/) - Keywords
used: ’personal data’ and ’information security’ and ’data pri-
vacy’

(iii) ProQuest database (https://search.proquest.com/) - Key-
words used: ’information security’ and ’personal data’ and
’privacy’

’decentralized web AND personal data AND privacy’; data
range: since 2008; language: English

’personal data’ AND ’data privacy’;
AND ’personal data’

’information security’

(TITLE-ABS-KEY (’information security’) AND
TITLE-ABS-KEY (’personal data’) AND TITLE-ABS-
KEY (’privacy’)) AND (LIMIT-TO(LANGUAGE, English’))
AND (LIMIT-TO(DATE, Last10years’)) AND
(LIMIT-TO(DOCTYPE, article’) OR LIMIT-
TO(DOCTYPE, conferencepaper’) OR LIMIT-
TO(DOCTYPE, reviewpapers’))

Table 2: Applied search syntax on digital databases

multidisciplinary conference and academic journal papers, and provides an
in-build ranking algorithm. It was thus used for extracting the maximum
number of useful and relevant papers. In addition, we considered the bibli-
ographies of DBLP and ProQuest in order to discover literature that is not

listed on Google Scholar.

2.2.2 Conducting the review

The protocol outlined in Table 1 serves as a starting point for the search
syntax presented in Table 2. The keywords we used for the search on Google
Scholar were mainly decentralized web, personal data and privacy. These
were searched for in the abstract, keywords, and in the title. We set the AND
operator to discover only papers in which all of the used keywords appear.
On top of that, we applied different compositions of keywords in an trial
search-manner to enhance the outcomes of the selection process. To further
vary the search, we adjusted the keywords on DBLP and ProQuest to various
combinations of information security, personal data and privacy.




2013 %

Document Type/Year 2019 2018 2017 2016 2015 2014 and Total
older
Conference Paper 1 2 2 2 1 1 4 13 25.5%
Journal Paper 1 4 3 3 3 1 6 21 41.2%
‘Workshop Paper 1 - 1 - 2 3.9%
Whitepaper/Specification/ - 2 - 1 1 6 5 15 29.4%
Product documentation

2 8 5 7 5 9 15 51 100%

Total

Table 3: Document type per year

2.2.3 Reporting the review

Given the search syntax for Google Scholar, 52 papers were considered as
relevant for the further review process. Google Scholar listed several thou-
sand publications depending on the keyword combination. Therefore, a first,
rough evaluation has been conducted based on the following criteria: (i) the
title; (ii) the keywords of the given paper; and (iii) the keywords of the cit-
ing papers. Given the search syntax shown in Table 2, only nine papers
listed on ProQuest or DBLP, which were not discovered on Google Scholar,
were considered as relevant for further review steps. This left us with 61
papers in total after the first stage of the review process. In the second part
we restricted the selection to papers written in English. This left us with
58 publications. Moreover, we restricted the extracted literature to journal,
conference or workshop papers. This left us with 52 papers, which were
evaluated based on the abstract and on full reading. The criteria chosen for
the selection was: (i) the conceptual association to the relevant topics; (ii)
the temporal relevance and topicality; and (iii) a suitable level of abstrac-
tion. Based on these criteria, we assessed 36 of the papers as relevant for our
research work.

Papers such as [20], [11] or |1 11] were excluded and not analysed in more
detail because they may correlate with the field of interest but do not meet
all of the stated criteria. Due to criteria (ii), papers such as [50] or [135] were
excluded as they are outdated and do not include the most recent information
regarding the specific topics. In regards to criteria (iii), papers such as [(1]
or [102] were not considered as they go beyond the scope of this thesis. To
acquire even more knowledge on the relevant topics, we also used first-class
online sources, for instance, W3C recommendations and articles published in
the wake of the Decentralized Web Summit. Table 3 shows, that 25% of the
publications were conference papers, while 41% of the included studies were
journal papers. Only two of the relevant publications were workshop papers.



Keywords

Author (year of publication)

Kim et al. (2019) [69]

Machado et al. (2018) [53]
Halpin et al. (2018) [55] v

Zignani et al. (2018) [142]

De Salve et al. (2017) [39]

Tronocoso et al. (2017) [123] v

Ibanez et al. (2017) [64]

Kirrane et al. (2017) [71]

Third et al. (2017) [119]

Chakravorty et al. (2017) [28]

De Filippi et al. (2016) [35]

NSISTISNISIS

English et al. (2016) [42]

Faisca et al. (2016) [44]

Sambra et al. (2016) [107]

Van Kleek et al. (2015) [126] 4

Chowdhury et al. (2015) [30]

Zyskind et al. (2015) [143]

Vogel et al. (2015) | |

Sambra et al. (2014) [106] 4

Nilizadeh et al. (2012) [95]

Van Kleek et al. (2012) [127] 4
| v

Bizer et al. (2011) [

Kapanipathi et al. (2011) [68]

Cutillo et al. (2009) [34]

Buchegger et al. (2009) [20]

Cutillo et al. (2009) [35]

Table 4: Literature classification based on keywords

Whitepapers, specifications and product documentations complemented our
research. This was even more important because of the fact that the infor-
mation on the discussed protocols and standards was at some point limited
when it comes to academic papers. Including W3C specifications or product
documentations thus allowed us to gain more information on even recently

published efforts.
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Figure 1: Taxonomy of system architectures [103]

3 Taxonomy of network architectures

In this chapter, we present an overview of existing network architectures
and highlight the technical differences between centralized, decentralized and
distributed systems. In this regard, we also outline the concepts of Linked
Data and the Blockchain technology. Table / provides a classification of the
literature which we considered in particular for this chapter. With regard to
Linked Data and the Semantic Web, several W3C specifications or product
documentations complemented our research.

As shown in Figure 1, centralized architectures rely on a single, trusted
party to facilitate operations, data storage and network maintenance. These
systems are built around single servers, which perform all major coordination
and processing tasks in order to keep the system going. Centralized service
providers such as Facebook control all data flows and operations inside the
network in a client-server manner, as well as the servers hosting all of the
user’s content. In contrast, data processing and control in decentralized
systems is not handled by a single entity, but instead shared among multiple
independent machines.

While centralized and decentralized systems may be distinguished re-
garding the control over the network, the distribution of the network refers
to the distinction of locations. Parts of the system in a distributed network
are spread across multiple physical locations. Distributed Ledger Technolo-
gies (DLT') such as Blockchain or Directed Acyclic Graph (DAG) DLTs build
on top of that. By providing a database that is replicated, stored and up-
dated by each node or computing device within the network, these systems
can live without centralized servers maintaining them [101]. The Bitcoin
network for instance is: (i) decentralized, as the transaction record can not
be altered by a single entity; and (ii) distributed, as it is spread across a

10



P2P network full of independent nodes. A cloud storage provider such as
Dropbox is: (i) distributed, as users can physically share and replicate their
data on multiple computing devices; and (ii) centralized, as at the end of the
day, Dropbox controls all of them.

3.1 Centralized data silos

The rise of centralized web services did not come by chance. Architectures
based on a single point of data processing and control encompass various
technical advantages. Single machines mean lower hosting, development and
maintenance costs, resulting in remarkable economies of scale. Moreover,
they are not forced to utilize standardization of technical protocols to facil-
itate interoperability between heterogeneous systems like decentralized sys-
tems do. Thus, enabling them to better capitalise on network effects for
their own benefit [92]. In addition, being able to efficiently patch and up-
date system functionalities over a single central server requires fewer system
administrators and less effort regarding I'T management, resulting in a more
affordable network infrastructure.

Nevertheless, relying on centralized platforms to store, maintain and
transfer user data comes with several drawbacks. Central servers are by
nature more vulnerable to technical, legal or regulatory attacks [L00]. More-
over, the fact that these corporations often control the data access APIs and
regularly change its features, makes it difficult for developers to create appli-
cations that can run not only on the specific platform but also on multiple
ones [107]. Thus, the lack of interoperability affects the user as they are nei-
ther able to smoothly move data between different platforms nor to switch
easily between applications that could potentially retrieve and reuse data
from similar applications [107].

As a prime example for centralized services, cloud-based Software as a
Service (SaaS) solutions gained massive traction over the last several years.
The term cloud computing describes a novel computational paradigm and
covers various services (such as software, storage space or computing power)
delivered over the internet. SaaS, as one form of cloud computing, is a model
to distribute software by hosting applications on the cloud infrastructure and
making them available as internet-based services, instead of having them in-
stalled on the customers’ local machines [5]. As a result, SaaS providers
such as SalesForce CRM can drastically reduce the expense of hardware ac-
quisition, software licensing or installation. Besides SaaS, cloud computing
also contains the service delivery models Platform as a Service (PaaS) and

11



Infrastructure as a Service (IaaS). In a PaaS scenario, customers can de-
velop, run and manage their applications on platforms and tools delivered by
cloud service providers without the need to install them on their local ma-
chines. TaaS providers such as Amazon EC2 deliver storage space, network,
or computation resources over the internet.

Cloud-based services offer massive benefits in terms of cost reduction,
flexibility, and vertical scalability, which allows customers to easily scale up
or down services based on their business demand [25]. However, with cloud
platforms providing their solutions as internet-based services, novel dimen-
sions have entered into the scope of security and privacy-related problems.
Al Morsy et al. [5] as well as Hussain et al. [63] discussed various secu-
rity implications for each of the three service delivery models. Bhadauria &
Sanyal [11], and Gellman [18] highlighted how security threats could harm
privacy in cloud platforms.

3.2 Decentralized networks and Linked Data

According to Narayanan et al. [90], there are different factors that together
make an architecture decentralized. First, whether the data is hosted cen-
trally, locally on the user’s device, distributed on a P2P network or on a
third party’s hardware. Second, if data portability in a given architecture re-
quires any type of Application Programming Interface (API) or not. Lastly,
whether implementation of applications and development are done based on
open standards and open-source technology approaches, or proprietary soft-
ware. The key distinction to a centralized system, the absence of a single
point of failure, is at the same time the most significant benefit of decen-
tralized architectures, thereby making the system more reliable and resistant
to various classes of attacks. In addition, decentralized systems can also be
better scaled by providing more computational power through simply adding
more machines.

The emergence of Semantic Web technologies, Linked Data initiatives
and the Resource Description Framework (RDF) have shed new light on
re-decentralizing the Social Web [19]. Linked Data aims to provide a decen-
tralized Web of Data, in which data is linked to various other data sets from
different sources by using machine readable formats [16]. The Internet as we
know it can be seen as a web of linked documents. The Hypertext Markup
Language (HTML) sets relationships and connections through hyperlinks in
hypertext documents (i.e. web sites), which cross-refer to each other. Thus,
machines are mainly used to deliver and present the information included in
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those documents. The lack of interpretation and context requires humans
to use background knowledge to derive facts of incomplete information and
to draw connections. The Semantic Web aims to solve this by allowing us
to share and reuse data across application boundaries”. At the core of this
effort stands the RDF data model, which represents data in a graph form
by building subject-predicate-object triples. RDF data is presented in com-
mon standardization formats such as RDF/XML, Notation 3 (N3), Turtle
or JSON-LD. Based on the RDF data format, resources can be described in
a way that enables them not only to be linked, but also describe relations
between them [70]. To achieve this across application boundaries, common
vocabularies (’schemas’ or ’ontologies’) such as the FOAF® vocabulary pro-
vide a dictionary of basic terms to describe the things included in FOAF
documents.

Instead of a global information space by linking HTML documents, the
vision of Linked Data is to reframe the web in a way that published data
is added to a global data space in a natural way. Resources in the Linked
Data Web (LDW) can be identified by using HTTP(S) Uniform Resource
Identifiers (URI). According to Heath and Bizer [58], URIs can not only
be used to refer to resources, but also to link those resources similar to the
way in which the Hypertext Reference (HREF) attribute in HTML links web
documents. In order to realize such a LDW, Tim Berners-Lee proposed a set
of rules [12], commonly referred to as the Linked Data Principles:

" 1. Use URIs as names for things.
2. Use HTTP URIs so that people can look up those names.

3. When someone looks up a URI, provide useful information, using
the standards (RDF*, SPARQL).

4. Include links to other URIs so that they can discover more things.

n

In order to efficiently read, write and modify data in a Web of Linked Data,
the W3C proposed the Linked Data Platform (LDP) specifications®. Linked
Data Platform Resources (LDPR) represent the minimum data granularity
such as an event in a calendar application. Similar to a traditional file sys-
tem hierarchy, LDPRs can be combined to Linked Data Platform Contain-
ers (LDPC). LDPCs represent collections of linked resources and own, just
like LDPRs do, HTTP URIs. These URIs are used to identify, detect and
address web resources. Furthermore, LDP defines RESTfully HT'TP opera-

"https:/ /www.w3.org/2001 /sw/
8http://xmlns.com /foaf/spec/
9https:/ /www.w3.org/TR/1dp/
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tions between clients that send HTTP requests and servers that send HT'TP
responses in order to service those requests, such as HI'TP GET to access a
resource or HTTP POST to create a LDPR to a LDPC by referencing to its
HTTP URI.

Although we made a good stride towards standardization through com-
mon standards such as RDF!°, decentralized systems still pose challenges.
For instance, they cannot react and roll out new features as fast as Facebook
and other centralized entities can do |92]. Furthermore, the slower decision
making process and the duplication of work could harm the efficiency of
such architectures [I]. Another drawback may arise on a cognitive level as
well [91]. Having control over your personal data through a decentralized
systems mostly requires a more conscientious and diligent handling of the re-
quired software. A lack of user’s expertise in this field may result in security
vulnerabilities and a cognitive overload. However, when it comes to personal
data processing on social networking applications we face even more obsta-
cles. For instance, updates propagation, an efficient mechanism that enables
search and addressing or openness for third-party applications are challenges
that often cause trade-offs, such as whether search quality or privacy should
be prioritized [37].

3.3 Blockchain and Distributed Ledger Technology

With the Bitcoin white paper in 2008 [39], an unknown person or group of
people under the pseudonym Satoshi Nakamoto introduced the Blockchain
technology. While the concept of cryptographically linked blocks in an im-
mutable data structure finds its origin in the early 1990s [52], Bitcoin is often
referred to as the birth of Blockchain technology as it demonstrated a first
real-world and profound use case. As Narayanan and Clark described "This
s not to diminish Nakamoto’s achievement but to point out he stood on the
shoulders of giants” |90].

Blockchain is a distributed ledger system that stores data as sets of trans-
actions. Each of these sets is associated to a specific block. Transactional
data is not restricted to the transfer of cryptocurrencies such as Bitcoin,
but can represent any transfer of digital value such as property ownership,
shares or votes. The ledger containing the record of transactional data is
spread across the P2P network and replicated on every node belonging to
the network. For Blockchain to function as a decentrally maintained, and
at the same time censorship resistant, tamper-proof and trustworthy ledger,

Whttps:/ /www.w3.org/RDF/
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Figure 2: Blockchain data structure - hash pointers [31]

it builds upon multiple core mechanisms, namely: (i) cryptographic hash
functions to confirm the Blockchain’s current state; (ii) digital signatures
to ensure for the correctness of placed transactions; and (iii) a distributed
consensus mechanism [I11]. Each of the blocks, except the genesis block
(i.e. the first block in the chain), contains a cryptographic hash, which links
back to the previous block (see also Figure 2). A hash function is used to
apply a mathematical algorithm that maps data of an arbitrary size to a
fixed-size bit string (often known as hash value or hash) [99]. The hashing
algorithm SHA256, which is applied in the Bitcoin and Ethereum Blockchain,
is a one-way function. The same is also true for any other cryptographic hash
function. As a consequence, they are nearly infeasible to invert and it has
not been proven possible to alter the content or properties of a given block.
Tampering a historical block would require one to re-create the complete
blockchain since the one block they are trying to manipulate [10].

Blockchain technology and distributed ledgers are often but mistakenly
seen as something interchangeable. While all blockchains employ a chain of
blocks to facilitate a distributed consensus mechanism, not all DLT's do so.
Thus, every blockchain can be seen as a distributed ledger, but not every
distributed ledger can be seen as a blockchain [101]. However, they do not
differ in their major benefits. Both allow multiple nodes to enjoy the same
privileges and access to information in a P2P network, and to transfer value
without having to rely on a trusted intermediary to validate the transaction.

To agree upon the validity of new transactions in a P2P network full of
independent nodes, there is a need for a distributed consensus mechanism.
In Proof-of-Work (PoW) blockchains (such as Bitcoin) the block creation is
facilitated by so called full nodes, or often referred to as miners [16]. A full
node waits for a transaction to be placed, spreads it to other miners and
tries to generate a new block to which the transaction is then associated,
by solving complex computational puzzles. In order to incentivise nodes to
contribute their computing power, they receive rewards (for instance coins
in the cryptocurrency world). This facilitates the decentralization of the
blockchain network through the activeness of the participating nodes [25].
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The most widely implemented alternative to PoW is currently Proof-of-Stake
(PoS). In PoS blockchains such as Tezos'!, the validation of transactions
and the creation of new blocks is executed by nodes that hold a specific
amount of coins. Various other consensus algorithms such as Proof of Elapsed
Time (PoET)!?, Delegated Byzantine Fault Tolerance (ABFT)'¥, or Proof-of-
Capacity (PoC) exist. However, the taxonomy of Blockchain and currently
applied consensus mechanisms are beyond the scope of this thesis. Therefore,
we point to Blockchain challenges and opportunities: a survey |[1411] published
by Zheng et al. for a detailed overview.

While the focus in the early days of blockchain was mainly on finan-
cial services such as the P2P cash system Bitcoin, efforts of industry and
privacy advocates have expanded to various application fields. In 2016 the
Steemit project [29] introduced the first blockchain-based social media plat-
form'®. Steemit allows users to share content that is stored in an immutable
blockchain ledger on the Steem blockchain. Moreover, the token-based ecosys-
tem enables users to gain advantages from actively participating in the net-
work, awarding content creators and curators for publishing with digital to-
kens called Steem. Until October 2018 more than 1.5 million comments
resulted in rewards worth over USD 40 million [69]. SocialX! is yet another
community-driven, blockchain-based social media platform with a build-in
token reward ecosystem. Striving for an autonomous and decentralized way
of social interaction on the web, platforms such as Steemit and SocialX en-
force the possibility to keep value within the network of participating users
instead of allocating it to a few single entities.

Given an increasing adoption, the variety of use cases for distributed
ledgers will raise several challenges on the path to a more decentralized web.
Data is getting more diverse the more real world applications exist, which
makes efficient querying of information considerably harder. Providing at
least a low level of granularity for indexing information will enhance the
capacity to search across multiple ledgers, enabling distributed systems for
better usability and performance. Furthermore, one has to find a way for
integrating distributed ledger data with data from heterogeneous systems as
well as reconcile ledgers and existing technology stacks [119]. As the applica-

Hhttps://tezos.com/

2https:/ /blockonomi.com /proof-of-elapsed-time-consensus/

B3https: //www.cryptocompare.com /mining/guides/delegated-byzantine-fault-
tolerance-dbft-generals-problem-explained /

Mhttps://cryptoverse.fandom.com /wiki/Proof-of-capacity

5https://steemit.com/

https:/ /socialx.network /
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tion of distributed ledgers appears to be organic due to the fact that different
applications have different requirements in terms of privacy or security, an
all-embracing, universal distributed ledger seems hard to achieve [64]. As
Third and Domingue state [119], "[..] there are needs to integrate these data
with arbitrary and diverse external data sources and to integrate smart con-
tracts with services available on the Web - in other words, there is a need
for Linked Data". A smart contract is a computerized transaction protocol
that runs on top of the blockchain. They contain contractual agreements
computerized in an if-then logic. Therefore, smart contracts are able to con-
trol the execution, enforce the terms of an contract and hence improve the
functionalities of distributed ledger technology [13, 131].

The vision of Linked Data to provide a global data space by linking data
from heterogeneous sources can potentially allow for smoother integration
and interoperability of distributed ledger systems within a decentralized web.
Third and Domingue |1 19] proposed an approach for a semantic Linked Data
index for distributed ledgers. Using existing Semantic Web technology stacks
and tools (e.g. iServe [98]) to efficiently query and retrieve smart contract
information and data that is stored on distributed ledgers (in this case the
Ethereum blockchain) as well as smoothly linking this information to various
other data sources.

4 Authentication, access control and encryp-
tion for a decentralized web

This chapter presents a detailed overview of authentication, access control
and encryption techniques. We further outline how these techniques can be
used to enhance privacy in personal data processing. Table 5 shows the rel-
evant literature that served as a basis for this chapter. With regard to the
topics of access control, authentication and cryptography, we complemented
our research by product documentations (see for instance [56]), W3C speci-
fications (such as [78]), and high-quality online sources (such as [30]).

4.1 A Motivating Scenario
Leon recently moved from his hometown Vienna to New York. To stay in
touch with his family and friends left behind, Leon uses a new generation

of social web platforms. Leon’s web activities involve a wide range of per-
sonal and sensitive information. He posts personal pictures of his children
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Table 5: Literature classification based on keywords

on his social media timeline, shares financial information from his banking
applications in a private chat with his wife, or even publishes fitness activi-
ties containing biomedical parameters such as his body weight or pulse and
respiratory rates in his social media profile on a weekly basis. Doing this,
Leon does not have to be concerned that any party expect for the ones he
explicitly gave authorization to, can see or access his personal data. These
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platforms allow him to: (i) allocate his personal data from different sources
such as his social media profiles, banking accounts or health applications in
one single place fully controlled by himself, instead of multiple corporate-
controlled data silos; (ii) manage his digital identity in a decentralized way
so he can use it for authentication purposes on multiple applications; (iii)
send messages to his family and friends with the certainty that only they
can read them and this in a non-modified way; and (iv) have full knowledge
about what data is stored by application providers, how it is used, to whom
it is passed and for how long it is retained, all coming in the form of a data
usage policy.

Leon can be sure that, whenever he shares personal information with one
of these applications, they only use it on his own predefined terms. Appli-
cation providers who are obligated to adhere to the data usage policy are
supposed to reveal all of their data collecting, sharing and processing prac-
tises and further capture it in a publicly accessible place, so that all parties
can prove that Leon’s data is used on the predefined terms.

In order to provide a secure and at the same time privacy-aware data
processing in a decentralized setup and to allow for a scenario such as the one
described above, we have to rethink several techniques, namely: (i) how are
users identified and authenticated; (ii) how can we enforce distributed access
control so that only authorized users can access specific resources; and (iii)
how do we protect data from undesired modifications and apply encryption
mechanisms to ensure end-to-end confidentiality. The following sections aim
to define the terms of authentication, access control and encryption, which
will be discussed in detail in this chapter [17, 60, 113].

Authentication. In the field of information security, authentication
describes the process of verifying the identity of a given thing (i.e. user,
resource, artifact, etc.). For social web applications to provide confiden-
tiality and trust, identification and authentication of all involved par-
ties are an integral part. Users as well as service providers are ensured
that their counterpart is indeed the one he claims to be. Moreover,
by handling the recognition, validation and authentication of network
participants, identity management is able to lay the foundation of con-
fidential data access and utilization [0].
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Access Control. Based on the privileges an entity is granted through
the authentication process, one can set restrictions in terms of the access
to a specific resource or place inside the system. On the one hand, users
should have the certainty that their data is only seen and used by the
company, individual or organization to which they explicitly expressed
their consent. On the other hand, service providers must be able to
define fine-grained permissions that limit the access to their services.
The risk of breaches of confidentiality such as the public disclosure of
personal information can thus be limited.

Encryption. The purpose of cryptographic mechanisms is to translate
data into a different form, so that only actors that can prove the owner-
ship of a secret key (i.e. decryption key) can access and read the data.
Modification detection when combined with origin authentication can
prevent uncertainty about potential changes to the data and thus, pro-
vide end-to-end confidentiality. As a consequence, the recipient is able
to build on the sender’s trustworthiness as well as on the integrity of the
data. Furthermore, if tied to an actor’s identity, encryption techniques
can also provide non-repudiation as data processors can no longer deny
any taken action regarding the processing of personal data.

4.2 Authentication

In earlier days, when service providers tried to gain access to user data from
other applications, they asked for user credentials (i.e username and pass-
word) and logged in on the user’s behalf. Let’s say one wants to export their
friends list from Facebook to their sports tracking app. They would have
to provide the company behind the sports tracking app with their Facebook
credentials without knowing what Facebook can or will do with them.

OAuth 2.0 [56] The OAuth protocol addresses these problems by per-
forming identity verification and permission granting without exposing
end-user credentials. In OAuth, the role of the resource owner (i.e. the
end-user) is separated from those of the client (i.e. sports tracking app)
requesting access to specific resources. Instead of accessing protected
resources by logging in with the users resource server (i.e. Facebook)
credentials, the client receives a temporary access token, which is issued
by an authorization server (i.e. either the resource server, or preferably
a separate entity) and approved by the resource owner. Tokens obtain
various access attributes such as the scope or the lifetime, all granted
by the end-user. Thus, third party applications can access protected
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resources from resource servers without the need to fetch user creden-
tials.

OpenlD Connect 1.0 [105] While the OAuth protocol builds on an
authorization layer that allows for protection and access of resources,
OpenID Connect 1.0 extends the OAuth protocol by providing an iden-
tity layer used for decentralized user authentication. Other than OAuth,
OpenlD is unaware of any existing resources but merely focuses on veri-
fying that a user is the one he claims to be. The authentication process
in OpenlD is based on an ID Token. ID Tokens are represented in
the form of a JSON Web Token (JWT) and include claims about the
end-users authentication such as the subject identifier, the time of the
authentication or the expiration time. The method for authenticat-
ing the end-user (e.g. username and password) is left to the OpenlD
Provider (i.e. an OAuth-2.0-authorization server that implements the
OpenID Connect protocol). Once the user is authenticated and autho-
rized, the OpenID Provider issues an ID Token and an Access Token to
the client, who can then log in the user and access the desired resources
from the resource server. The combination of OAuth and OpenID pro-
vides a single handshake, facilitating both user identification and data
transfer [30].

WebID!'" is an openly extensible W3C standard, which allows agents
(i.e. individuals, groups or even organizations) to create their own dig-
ital identity. At the heart of the WebID protocol stands the WebID
profile document (i.e. a RDF-based web page in a Linked Data format
(JSON-LD, Turtle etc.)). Besides basic information such as name, nick-
name or e-mail address, which is expressed by the FOAF!® vocabulary,
WebID profile documents also include information on public key cer-
tificates used for the authentication of users and a pointer to users root
storage location (a detailed explanation of both is given in Section 4./
and Section 5.1.2, respectively). Every WebID profile document comes
with an HT'TP(S) URI, acting as an unique identifier of an agent by re-
ferring to its given profile document. On top of that, the WebID-TLS*
specification describes distributed and privacy-enhancing authentica-
tion mechanisms that combine WebID profile documents and public key
certificates in order to identify agents and further allow for fine-grained
access control [70]. By using the FOAF vocabulary and specific FOAF
properties, WebID can establish a Web of Trust, where services can

Thttps:/ /www.w3.org/wiki/WebID
8http://xmlns.com/foaf/spec/
Yhttps://dves.w3.org/hg/WebID /raw-file/tip /spec /tls-respec.html
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implement authorization decisions based on the agents properties (for
instance if an agent corresponds to a specific group, works at a specific
company or knows specific people).

4.3 Access Control

Once a user has been identified and authenticated, we have to define what
resources the given user is allowed to access and what kind of operations
(read, write, append, etc.) the user is allowed to perform on these resources.
As their is no centralized party that applies such restrictions, their is a need
for distributed access control mechanisms.

WAC. The Web Access Control (WAC)?® specification provides, when
combined with WebID, such a distributed access control system. As ex-
plained in the previous section, users are identified by URIs, which point
to their WebID profile. Resources and containers can be identified by
HTTP URIs as well. The access control framework is based on the RDF
vocabulary. RDF properties such as accessTo and accessToClass are
used to specify resources, properties such as agent or agentClass are

used to specify agents (i.e. users, organizations, etc.) [70]. The ac-
cess mode is specified using classes such as Read, Write, Control or
Append. Both Sacco and Passant [101], and Villata et al. [130] ex-

tended the RDF vocabularies for WAC. Using this extensions allows
to apply access control mechanisms on individual RDF resources (sub-
jects, predicates and objects), as well as on collections of RDF resources
(i.e. named graph) [71]. As the WAC ontology is subsequently evolved
for systems that implement LDP specifications, access control policies
can be applied on a resource or container level, allowing for fine-grained
access control.

ACL. By dereferencing the URI of a resource or container, the client is
able to spot the Access Control List (ACL) attached to this specific re-
source. ACLs are separate WAC documents which reveal authorization
statements on a given resource or container and come with their own
URI. For example, https://socialdata.com/images/.acl would be the
ACLs URI for the resource hitps://socialdata.com/images/ and can be
discovered by dereferencing the resource URI (i.e. HTTP GET/HEAD
on the given resource). As both, WebID profile documents and ACLs
are represented by Linked Data serialization formats (such as Tur-
tle) and use the FOAF vocabulary, access control polices can be set

20https://github.com /solid /web-access-control-spec

22



based on the agents properties (for instance if an agent holds a specific
agentClass). Thus, facilitating fine-grained access control on resource
level, while allowing for attribute-based restrictions based on user prop-
erties (such as the agentGroup statement for granting access only to
specific groups of users).

4.4 Encryption

In order to provide end-to-end confidentiality through distributed authentica-
tion mechanisms and the protection of data integrity, encryption techniques
occupy an important position. We will focus on two parts: (i) digital signa-
tures and the underlying public-key cryptography used to authenticate agents
(i.e. users, organizations, etc.); and (ii) different data encryption techniques
and algorithms which ensure that data integrity is preserved.

Data encryption techniques are supposed to enhance data integrity
by protecting it from malicious or accidental modifications. Combining
cryptographic mechanisms with other techniques such as time-stamping
can consequently provide non-repudiation of processing steps. In gen-
eral, there are two ways to cryptographically protect data: (i) symmet-
ric encryption, meaning that both, encryption and decryption of the
data block are done using the same key; and (ii) asymmetric encryp-
tion (often referred to as public-key encryption). The Data Encryp-
tion Standard (DES) was one of the first standardized techniques for
symmetric-key encryption, developed in the early 1970s by IBM.

The issue with DES and the reason why it was withdrawn as a
standard in 2005 is the short key length of only 56 bits. As the strength
of the encryption techniques is proportional to the key length, shorter
keys increase the plausibility of brute-force attacks [32]. Triple DES,
the successor of DES, aimed to solve this issue by applying the cipher
algorithm (i.e. translating the data block into encrypted form, named
ciphertext) to each data block for three times. Thus, the total key size
is 168 bits, instead of 56 bits. Besides Tripe DES, Advanced Encryption
Standard (AES) is the widely adopted industry standard for symmetric-
key algorithms at this point. In terms of asymmetric-key cryptography,
the Rivest—Shamir-Adleman (RSA) cryptosystem has asserted itself for
secure data transmission.
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Figure 3: Operating principle of digital signatures’

Digital signatures rely on asymmetric cryptography and complex
mathematical methods to encrypt digital documents or messages. Asym-
metric cryptography comes with a key pair, including a private key (i.e.
the one that only the owner knows) and a public key (i.e. the one that
can be spread across multiple parties). As shown in Figure 3, the signer
(i.e. the sender) applies a hash function on a given piece of data. A
hash function is used to apply a mathematical algorithm that maps
data of an arbitrary size to a fixed-size bit string (often known as hash
or hash value) [99]. These hashing algorithms operate as one-way func-
tions and thus are nearly infeasible to invert. The signing party then
encrypts the given hash value with the private key. The result is the
cryptographically signed data, which is validated by the sender and
in some cases from a certificate-issuing authority. The other party (i.e.
the recipient) would then continue the process by performing two steps.
First, creating a hash value out of the data as well. And second, using
the signer’s public key to decrypt and extract the signer’s encrypted
hash value. In case the two hashes match, the signature can be seen as
valid. While this technique is often implemented to digitally sign data
(e.g. documents or messages) and hence ensure for data integrity and
modification detection, digital signatures can also be used to authenti-

Thttps:/ /en.wikipedia.org/wiki/Electronic _signature
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cate the data source and thus, increase end-to-end confidentiality and
trust.

Digital certificates or often known as public key certificates, are
electronic documents that are designed to verify the possession of a
public key. Besides information on the public key, certificates also
contain statements on the owners’ identity (i.e. name etc.) and the
digital signature which proves the validity of the certificate. In a
common PKI scheme, certificates are signed by a Certificate Author-
ity (CA), such as IdenTrust*, Comodo** or Let’s Encrypt®®. Before
multiple browsers such as Firefox and Google Chrome removed the key
generator-element, these certificates could have been generated directly
by the client browser without relying on a trusted third party (i.e. the
CA). The <keygen> HTML tag was supposed to generate a crypto-
graphic key pair from the client browser, but is seen as deprecated by
now which also reflects in the lack of browser support. The standardized
format for public key certificates is X.509. Various protocols, includ-
ing the Transport Layer Security (TLS)?* protocol, are using X.509
certificates. TLS is the successor of the Secure Sockets Layer (SSL)
protocol and provides secured client-server communications by using
cryptographic algorithms to encrypt data and public-key cryptogra-
phy to authenticate the involved parties (e.g. RSA, Diffie-Hellmann or
elliptic-curve key exchange). The CA signs the certificate by encrypt-
ing it with the owners’ private key. The owners’ identity can now be
seen as verified and used for authentication purposes.

WebID certificates are used to identify and authenticate the end-user
in a decentralized manner. The public key is stored in the WebID Cer-
tificate, while the private key is stored in a secure key store. The key
store can either be located on the client (i.e. protected by a password),
in an users external device (i.e. offline hardware such as Nitrokey®®) or
on a separated process running on the operating system?®. WebID cer-
tificates contain a field called SubjectAlternativeName, which holds
the user’s WebID URI to dereference the WebID profile document?”. A
WeblID verifier or verification agent possesses a list of WebIDs and cor-

Zhttps: //www.identrust.com/

Zhttps:/ /www.comodo.com /

Zhttps:/ /letsencrypt.org/

Zhttps://tools.ietf.org/html/rfc8446

Zhttps:/ /www.nitrokey.com

Z6https: //dves.w3.org/hg/WeblD /raw-file/tip /spec/tls-respec.html
2Thttps:/ /www.w3.org/2005 /Incubator/webid /spec/tls/
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responding public keys attached to them. Once a client makes a request,
the verification agent has to prove that the user is indeed in control of
the private key that belongs to the public key. In case the keys match,
access control rules according to the requested resources’ ACL can be
applied. In OpenlID Connect 1.0, cryptographic security in the verifi-
cation process is applied by the use of JSON Web Algorithms (JWA).
Based on JavaScript Object Notation (JSON) data structures, the sign-
ing and encryption of content is achieved by using both, JSON Web
Signature (JWS) and JSON Web Encryption (JWE)[105].

5 Decentralization in Solid, Digi.me and Mastodon

Over the last few years several initiatives have been consolidated to provide
users with a more privacy-aware way to interact in a social web environment.
This chapter presents three of these approaches, namely Solid?®, Digi.me®’
and Mastodon®'. We provide a high level abstraction of the core architec-
tures and further outline their approaches in regards to authentication, access
control and encryption.

5.1 Solid

Backed by the desire to redirect the development of the World Wide Web,
Sir Tim Berners-Lee and some of his MIT cohorts founded the Solid (So-
cial Linked Data) project. Started as an academic, community-driven effort,
Solid added commercial support in means of Inrupt?! in 2018. Solid focuses
on decoupling personal data from applications accessing and using the data
in order to provide their services. Competition on the application and the
storage level is thus based on the quality of the service. This makes it eas-
ier for innovative competitors to provide their services without the need for
tremendous amounts of user data [129]. Based on the founding web tech-
nology standards such as HITML and HT'TP, as well as on a set of Semantic
Web standards such as RDF and SPAQRL, Solid offers users the ability to
port and plug in personal data to a multitude of interoperable services [3].
To enable decentralized social web applications acting in a secure while also

Zhttps://solid.inrupt.com /
https://digi.me/
30https://joinmastodon.org/
3lhttps://inrupt.com/
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Figure 4: Solid architecture

privacy-aware way, Solid builds upon the following main pillars. Each of the
pillars is shown in Figure 4 and discussed in more detail below??.

1 A global identity management system based on the WebID protocol to
enable users a more transparent way of managing their digital identity
while allowing applications to easily authenticate users.

2 A decentralized data management architecture based on the LDP pro-
tocol to avoid centralized data aggregation, lower insecurity about im-
proper data access and utilization while providing efficient resource
manipulation and retrieval.

3 Application-agnostic Personal Online Data Store (POD) servers uti-
lizing standardized WAC policies for cross-domain authorization for
resources within a given POD.

4 Digital certificates facilitating secure user authentication by using pub-
lic key cryptography.

32The numbers correspond to those in Figure 4
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5.1.1 Global identity management architecture

Solid pursues to conceive a global ID space with more user control on hosting
and managing their credentials, thus facilitating global single sign-on mecha-
nisms and innovating interoperability between various applications. This is a
critical part due to the fact that Facebook, Amazon and Google implemented
identity protocols such as OpenID Connect [105] and OAuth 2.0 [56]. By
doing this they can spare users from handling various credentials (i.e. user-
name and password) and thus centralize identity management and have yet
another lock-in mechanism [129]. As in the earlier days the OpenID protocol
was restricted to authentication, Facebook created their own protocol namely
Facebook Connect, offering affiliated third party applications authorization
features such as access to profile information or friend lists instead of just
user credentials [30].

While such single sign-on solutions surely make user lifes easier, it leaves
open how secure and transparent these data flows are at the end of the
day. In 2011, Miculan and Urban [38] outlined how vulnerable the Facebook
Connect protocol was against replay and masquerade attacks. OAuth 2.0,
which is now used by both OpenlID Connect and Facebook Connect, came
with various improvements such as TLS-protected communication channels
or short-term tokens for access control [22|. However, it was the incapability
to protect data flows across affiliated sites down to the smallest detail that
resulted in various data scandals such as Cambridge Analytica [133] or the
Gmail plug-ins scandal [18].

As OAuth and OpenID do not fully support RDF-based profile informa-
tion and user attribute extension on RDF-based profiles [107], Solid relies
on the decentralized authentication protocol WebID. In the Solid ecosystem,
WeblID profiles are stored on identity profile servers (see also Figure 4), which
can be run and maintained on the users own machines®® or on public servers
offered by providers such as Inrupt3* or Solid community®®. The information
included in WebID profile documents can help to link user profiles and to
establish a Web of trust, used by applications to set authorization statements
which are enforced in a decentralized manner (see also Section 5.1.3). As a
result, the global identity management architecture provided by Solid can
by nature simplify the way users manage their digital identities by bypass-
ing the need for multiple security credentials, while enhancing end-to-end
confidentiality through a decentralized identification process.

33https://solid.inrupt.com/docs/installing-running-nss
34https://inrupt.net/
35https://solid.community/
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5.1.2 Decentralized data management

Several proposals have been made for decentralizing existing storage systems,
such as Freenet [32], OceanStore [76] or FOAF-based architectures [19]. In
those content is stored in nodes run by selected friends |79, 122]. More recent
attempts such as Storj [135], Sia [132], IPFS [11] or the protocol proposed by
Zyskind et al. [143] utilize blockchain technology to store personal data in
a decentralized manner. While these approaches are also conceivable, Solid
uses PODs for data storage and management. Similar to identity profile
servers, POD servers can be run and maintained on users own machines or on
public servers offered by POD providers such as Inrupt or Solid community.

Solid PODs rely on LDP specifications, which define RESTfully HTTP
operations, thus facilitate the reading and writing of linked data resources.
Both, RDF-based structured data (JSON, Turtle) and non-structured data
(images, binary and text files) are stored as a LDPR and grouped together
to LDPC. The nested structure of LDPCs can be compared to a file sys-
tem hierarchy [107]. In fact, several POD implementations by Solid such as
gold?®®, 1dnode®” and 1dphp?®*® use file systems to store structured as well
as unstructured resources as files. The meccano® server, in contrast, uses
graph database systems based on the Jena framework®’ to store structured
data (i.e. RDF data) and file systems to store unstructured data. To iden-
tify and detect them, both LDPRs and LDPCs are provided with HTTP(S)
URIs and include ACL resources, supporting fine-grained access control. Ap-
plications rely on WebID not only to verify the identity of users, but also to
discover those links (i.e. HTTP URISs) to profile data.

While POD providers act in a similar way to well-known cloud storage
services, they differ in terms of their reliability, privacy or even legal protec-
tion [107]. However, the user benefits from an highly interoperable ecosystem,
as new applications can easily access existing resources from the user’s POD.
This higher degree of control in the hands of the user is not only desirable as
it avoids centralized data aggregation and as a possible consequence, misuse.
Being in full control over one’s personal data means controlling who can see
and access one’s information on the one hand, and more importantly on the
other hand, how and for what purpose someone uses it. Fine-grained ac-
cess control when combined with flexible reverse licensing models could thus

36https://github.com/linkeddata/gold
3Thttps://github.com /linkeddata/ldnode
38https://github.com/linkeddata/ldphp
3%https://meccano.io

4Ohttp:/ /jena.apache.org
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empower and maybe even monetize intellectual properties [37].

5.1.3 Web Access Control for cross-domain authorization

Solid implemented the WAC ontology to enable decentralized authorization
mechanisms. By combining WAC with WebID, Solid applications can apply
access control techniques in a distributed manner by granting access to other
user’s PODs (i.e. the resources stored inside the POD) only to users that
feature specific properties inside their own WebID profile. For instance, the
contacts application?! allows a user to store and manage a list of contacts
(which are based on the vCard ontology®?) on their own POD. As each of
these contacts contains their own WeblID, access restrictions can be set based
on the social graph (i.e. contacts, contacts of contacts, and so on) of the user.
Because of the interoperability Solid provides, access control based on the
user’s social graph can be applied to various other Solid applications [34].

Similar to traditional file system hierarchies, WAC also provides ACL
inheritance algorithms. These ensure that LDPRs (without an ACL attached
to it) adopt the ACL from the LDPC in which they are located. Given
that the LDPC does not contain an ACL either, this step is repeated until
the root container, which must contain an ACL, comes into play. However,
what differs WAC from an access restrictions set in usual file systems is its
decentralized and cross-domain character, allowing for access to a specific
document on one web service, even it is hosted on a different one®®. If we
observe the example of an user who creates an appointment on the calendar
application** and stores it as a resource on his POD with an ACL attached to
it, they can load this calendar resource into a different application (e.g. the
microblogging app cimba?®) and rely on the same authorization statements
as applied on the calendar app.

5.1.4 WebID certificates for user authentication

For Solid applications to securely authenticate users and make sure that
one is really who he claims to be, the Solid ecosystem uses authentication
mechanisms based on the WebID-TLS protocol. At the point of writing this,

4Thttp://linkeddata.github.io/contacts,/

“2https:/ /www.w3.org/ TR /veard-rdf/
43https://github.com /solid /web-access-control-spec
4http:/ /mzereba.github.io/calendar/
4Shttp://cimba.co
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the Solid team is implementing support for the WebID-OIDC protocol®.
Other authentication mechanisms such as WebID-TLS Delegation are under

investigation. However, WebID-TLS and WebID-OIDC are currently used
as the major primary authentication mechanisms for Solid.

In this context, the HTTP(S) URI of the WebID profile document can be
seen as an individuals’ username. Subsequently, to substitute the password,
WebID certificates come into play. They ensure that the user really is the
person he claims to be by sending the username. In fact and befitting Solid’s
decentralized character, authentication is mainly executed between the POD
(or the user’s WeblD profile respectively) and the client (i.e. the browser).
Solid applications only search the WebID certificate to obtain the WebID
of the given user. For the user the authentication process requires only
one step: choosing the WebID certificate. In order to authenticate to an
application, one does not have to remember and disclose security credentials
(i.e. password) or type in their WebID. The W3C specifications on WebID-
TLS further state: "If the authenticity of the server hosting the WebID profile
document is proven through the use of HI'TPS, then the trust one can have
in the agent at the end of the TLS connection being the referent of the WebID
15 related to the trust one has in the cryptography, and the likelihood that the
private key could have been stolen."

5.2 Digi.me

While Solid started as an academic, community-driven effort and added com-
mercial support in means of Inrupt in a later stage, Digi.me was founded as
a commercial effort from the very beginning. After a good funding series in
2016 and the merger with the personal data service Personal in 2017, Digi.me
consolidated their focus in rethinking the way individuals and businesses ex-
change data by creating mutual value in a more privacy-driven manner. Sim-
ilar to Solid, they aim to aggregate personal information in a data space fully
controlled by the user. Thus, providing individuals with the possibility to
share data only with service providers who they trust.

In fact, the certificate system used by Digi.me is designed in a way such
that the user triggers data exchange by pushing data to the application, in-
stead of the other way around. Digi.me provides the reversal in data exchange
triggering by implementing a set of proxy services and cloud components.
These services allow users to control how and where their personal data is
shared by granting and denying access to third party applications requesting

46https://github.com /solid /webid-oidc-spec
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their data. This in turn facilitates the application of flexible reverse license
agreements, which would benefit not only consumers. Companies would also
gain access to high-quality data, enabling them to provide better services.
Moreover, they would replace current methods for data acquisition which are
often based on opacity through more transparent and traceable methods [31].

5.2.1 Core components

As Figure 5 shows, the Digi.me ecosystem is based on the combination of
personal cloud storages, proxy cloud services and the Digi.me app acting in a
coordination role on behalf of the user. Cloud storage services (e.g. Dropbox,
Google Drive) allow users to aggregate data from various sources (e.g. social
media, finance, health) and store them in a cryptographically secured way.
Cloud services can be seen as personal data routers, facilitating data exchange
between third party apps and users. They rely on single-purpose processing
blocks so that processing threads are destroyed after completion. Because
data processing can be performed locally on the user’s device via their own
temporary virtual machine instance sitting on Microsoft’s Azure cloud, one
does not have to share personal information with third party applications [97].
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For instance, the Finsights application?” allows for personal spending anal-
ysis without storing user’s financial data on the servers hosted by the ap-
plication provider. Instead, the user aggregates financial data from various
sources (banking platforms and financial institutions) inside their personal
cloud storage and is then able to specify what resources Finsights is allowed
to access. The Finsights application performs financial analysis over proxy
cloud services without the need to store and maintain data on their own.
More control over personal data and improved transparency on how and from
whom private information is used might increase the willingness of users to
share bigger amounts of diverse data such as health or financial data [97].

Authentication. Digi.me does not rely on standards such as WebID and
WAC to conceive a global identity system with decentralized authentication
and authorization mechanisms. Instead, user authentication is handled by
the Digi.me app over traditional credentials (i.e. username and password).
To identify and authorize third party applications interacting with the user’s
cloud storage, Digi.me uses authentication components from the OAuth 2.0
protocol.

Encryption. Besides authenticating the user, the password also unlocks
a secret master key, which acts as a gateway to all encryption keys stored
in an internal vault on the user’s device. Each of these keys correspond to
a single encrypted file within the user’s personal cloud storage. Password
vaults are protected by asymmetric encryption mechanisms based on the
RSA cryptosystem including keys of 2048-bit length and Optimal Asymmet-
ric Encryption Padding (OAEP)*®. Data inside the personal cloud storage
is encrypted using symmetric cryptography, namely AES-256 or AES-128.
Even if an attacker should succeed in unlocking an encryption key, which
would take months or years depending on the chosen password and the cryp-
tographic algorithm used to generate the key (i.e. the key length), one would
only have access to a single file protected by the given key.

5.2.2 Consent Access Service

The following two sections provide an overview of how the core components
of the Digi.me ecosystem interact to enable a secure and privacy-aware data
exchange between users and third party services. The overall architecture
of Digi.me’s consent access service (shown in Figure 6) is based on vari-

AThttps://digi.me/finsights/
48https: //medium.com /blue-space/improving-the-security-of-rsa-with-oaep-
€854a5084918
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Figure 6: Consent Access Service on Digi.me

ous software processes, which use cryptographic keys to provide end-to-end
confidentiality and are protected by a set of security protocols. Multiple
protection layers of firewalls, API filters and rate limiters are implemented
to prevent different classes of vulnerabilities such as brute-force, replay or
zero-day attacks. The following steps describe the underlying consent ac-
cess service, which provides users with full control over how and where their
personal data is processed and stored*’.

1 Whenever a user accesses an external third party service over the
Digi.me app, the external application starts the consent access pro-
cess by sending a certified session request via an API call. This request
is authenticated by TLS certificates and OAuth 2.0 components, which
ensure that the given application is a trustworthy part of the Digi.me
ecosystem.

2 Once the app is authenticated and the session is identified, the third
party application sends a request to the Digi.me app, which asks the
user for the approval to share their data with the third party app.

49The numbers correspond to those in Figure 6
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3 Accessing an API exposed by the cloud service provider, the Digi.me
app collects a machine readable contract. This contract is protected
within a X.509 certificate or a JWS wrapper and ensures that all in-
volved parties have been authenticated and the contract has not been
tampered with. The contract is stored by a cloud service and specifies
for every single data exchange, what data is sent, what this data is
used for, for how long the third party application will retain the data
and whether they will share it with other parties.

4 After the user has accepted the terms obtained in the contract, the
Digi.me app asks them for their approval to fetch the required data
for them and sends a query request to the cloud service component.
On top of that, a log message containing information about the user’s
approval (i.e. time of approval, etc.) is generated, serving as a mutual
trust mechanisms between third party services, Digi.me and users.

5 The crucial part from a security point of view is the query function
triggered by the cloud service. As the query function is only fetching
encrypted data from the secured cloud storage, Digi.me can neither
see or use personal data. In addition, the cloud service, which stores
data temporarily in encrypted form, re-encrypts the headers of the data
containing the encryption keys, so that only third party applications
can access it. Thus, no matter what happens to the data stored for a
short period of time in the cloud service environment, no party except
the application that required it can decrypt and read it.

6 Finally, the third party application can fetch the requested data via an
API call. Given that the master key is unlocked by the user’s password,
Digi.me can access the file keys and present the data to the application
in an unlocked format.

5.2.3 Synchronization service and data storage

In order to store user data generated from external sources (e.g. Facebook,
health services, etc.), Digi.me relies on a cloud based synchronization service
to fetch and move data into the personal cloud storage [17]. Even though
cloud storage services are run by centralized parties, the trust one can have
in cryptographic cloud storages nearly equates to the trust one can have in
the reliability of cryptography [66]. Thus, data integrity can be taken for
granted. Furthermore, the fact that data is only passed from one place to

SOhttps://developers.digi.me/sample-sharing-contracts.html

35



CLOUD SERVICES
(PERSONAL DATA ROUTERS)

v
SINCHRONISHTION

SERVICE ‘( CONNECTOR fB
L

1N Connecio
HOSPITAL -2

PERSONAL
(LOUD STORAGE

\SOCIAL \FB
\IW
\IG
\HEALTH \HOSPITAL-1
\HOSPITAL-2
\FINANCE \BANK -1
\BANK -2

§. DATA NORMALIZATION

Figure 7: Data synchronization on Digi.me

another in cipher instead of unencrypted plain-text provides utmost confi-
dentiality and transparency in terms of who and how someone can access
personal information. Besides the fact that users can enjoy end-to-end con-
fidentiality due to cryptographic mechanisms, cloud storage services are also
highly scalabe, easy to deploy and configure, and reliable [139]. The follow-
ing steps describe the data synchronization service as featured in Figure 7.
The underlying mechanisms ensure not only modification detection but also

simplify the use of third party applications, which operate with personal data
in various data formats®.

1 Whenever a user wants to store application data from an external
source, a synchronization request is triggered via the Digi.me app.
The synchronization request function is highly protected and comes
with zero-day attack mitigation, Distributed Denial of Service (DDoS)
prevention and rate limiting. These protection mechanisms guarantee
that only the authenticated and authorized user is able to request data
synchronization.

2 Once the request function was proven valid, the synchronization service

51The numbers correspond to those in Figure 7
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establishes a connector function to an external application’s API. SSL
connection requirements and Swagger definitions® ensure that all APIs
that somehow are publicly exposed via internet access act in a secure
way. Whenever a new external data source is added, a new connector
function can be written efficiently based on a common code foundation.

3 The external application receives the synchronization request and sends
the required data back to the connector.

4 With multiple data sources, the variety of occurring data formats in-
creases. In order to simplify the use of personal data for other third
party applications which may use user data generated by other sources,
data should be normalized into a common global format before it is
stored in users personal cloud storage. This is done by an internal
cloud service named ATLAS. Providing a flexible and powerful object
transformation service, ATLAS converts data that comes in the specific
format used from external sources into a standardized and consistent
format irrespectively from its source.

5 Once data formalization is achieved, the data can be fetched from the
connector and can be moved to the cloud storage where it is stored in
encrypted files. Thus, Digi.me and all involved cloud storage services
only have access to file systems full of encrypted data, instead of any
database on their servers allowing them for disclosure or other types of
misuse of sensitive user information.

5.3 Mastodon

Mastodon is a community-driven, open-source software platform for hosting
social media sites. As a federated network, Mastodon does not run a social
media site by themselves, but instead offers a way for everyone to host their
own microblogging server (called instance) on the domain of their choice. As
shown in Figure 8, each instance is hosted on different servers by an inde-
pendent group of admins or developers. Since the launch in 2016, Mastodon
aggregated more than 2700 instances (e.g. with mastodon.social®® being the
largest one) and almost two million active accounts. Unlike in the cases
of Solid and Digi.me, the technical documentation regarding Mastodon and
especially their approach to authentication, access control, and encryption

5Zhttps://docs.swagger.io/spec.html
S3https://mastodon.social /about
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mechanisms is limited. As a consequence of the lack of information and
academic papers, the general informative value of the following sections is
somewhat restricted.

5.3.1 ActivityPub

The Mastodon platform is built upon the ActivityPub protocol®®, providing
interoperability between various servers and allowing users on one server to
seamlessly talk to users from a different server. ActivityPub in the Mastodon
ecosystem acts similar to the Simple Mail Transfer Protocol (SMTP) in the E-
Mail ecosystem. While SMTP allows different mail providers (such as Gmail
or GMX) to interact, the ActivityPub protocol enables instances to commu-
nicate with each other while still being hosted and maintained independently.
Thus, users on one instance can follow users from another one, building a
social graph over multiple independent networks. This social graph is not
restricted to the Mastodon ecosystem. In fact, every service or platform
that implements the ActivityPub protocol can interoperate with Mastodon
instances, allowing users from Mastodon to interact with people from e.g.

S4https://www.w3.org/ TR /activitypub/
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Misskey®®, Pixelfed®® or PeerTube’”. In additon, the Activity Streams 2.0
specification®® provides a JSON-based serialization syntax to describe ac-
tions (such as updating a blog post or following an user) in a semantic and
machine-processable manner.

5.3.2 Authentication

When no central authority is given in a network, the verification of the user’s
identity is not straightforward and thus, impersonation attacks are a ma-
jor challenge. Mastodon uses a validation method based on the "rel=me"
hyperlink extension. The idea is to add one or more links (e.g. personal
homepage, twitter account etc.) to your Mastodon profile metadata and
prove your identity by cross-referencing these links®. Verifying my iden-
tity by proving the ownership of my personal homepage would thus re-
quire two steps: (i) adding <a href="https://mastodon. social/@stefan"
rel="me">@mastodon</a> to my personal homepage; and (ii) adding <a
)

href="https://myhomepage.example" rel="me" >My personal homepage< /a >
to my Mastodon profile metadata.

This approach, however, requires trust and the reliability surely depends
on the recognition factor of the linked account or website®. With version
2.8.0 released in the mid of 2019, Mastodon implemented Keybase®! identity
proofs, which provide a way to link user’s identities from multiple services
with their encryption keys. The ownership of Mastodon accounts can be
validated by posting cryptographically signed statements that link to the
user’s keybase account®?.

The ActivityPub’s core specification does not include an official mech-
anism to authentication. However, there are some common practices the
developer community has converged on®. To enable users to interact on a
multitude of Mastodon instances (client to server authentication), Activity-
Pub implemented the OAuth 2.0 protocol®. In order to authenticate servers

SShttps:/ /misskey.io/

Chttps://pixelfed.org/

SThttps://joinpeertube.org/

Bhttps://www.w3.org/ TR /activitystreams-core/
®https://docs.joinmastodon.org/usage/decentralization /
60https://blog.joinmastodon.org/2018,/10 /mastodon-2.6-released /

6lhttps:/ /keybase.io/

62https:/ /keybase.io/blog/keybase-proofs-for-mastodon-and-everyone

63https:/ /www.w3.org/wiki/Social CG /ActivityPub/Authentication Authorization
64https://docs.joinmastodon.org/api/authentication /
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to each other in a federated environment, they implemented: (i) HTTP Sig-
natures [27] in conjunction with the actor’s public key; and (ii) Linked Data
Signatures®. However, considering the technical documentation, it is not
clear how Mastodon handles server to server authentication at this point.

5.3.3 Access Control

In the federated network of Mastodon, access control should primarily spec-
ify: (i) which actors (i.e. users hosted on a given instance) can read an user’s
post (called toot); (ii) whether or not one can respond to a toot; and (iii) how
actors can be described by properties in order to set fine-grained permissions.
Access control and permissions on a user level are applied locally (i.e. from
the specific instance). Therefore, users on one particular instance cannot be
restricted by server admins or moderators from a different instance. Users in
all instances can set privacy preferences for their posts so that only their fol-
lowers or the tagged users can see it. The inbox stream includes all activities
received by a given user (see also®®). The instance server is then supposed
to filter these activities depending on the requester’s permission.

However, one may argue that this approach seems limited as it does not
allow for granting access to specific instances or groups of users which are
aligned with one’s moderation policies or desired properties. The ability to
create addressable meta-collections that contain specific properties an in-
stance or user must provide, and allow for object fetching based on these col-
lections, is currently missing. Several suggestions (see for instance 7, %8 or 6%)
have been made to address the authorization issues which ActivityPub-based
platforms face by considering a capability-based authorization mechanism for

Linked Data (such as OCAP-LD).

5.3.4 Encryption

At the point of writing, Mastodon does not provide end-to-end encryption
for user interaction. Besides the addressed recipient, the instances (i.e. ad-
mins of the sender’s and recipient’s server) can see, access and store private

65https: //w3c-dveg.github.io/ld-signatures/

66https: //www.w3.org/ TR /activitypub/

6Thttps: / /wordsmith.social /falkreon /securing-activitypub

58https:/ /socialhub.network /t /sending-ocap-ld-invocation-in-activitypub /424

6https://blog.dereferenced.org/what-would-activitypub-look-like-with-capability-
based-security-anyway
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Identification and
authentication

Access Control

Data storage

Data encryption

Confidentiality

Interoperability

Solid

‘WebID for decentralized
user identification;
WebID-TLS for
decentralized authentication

WAC for decentralized,
cross-domain user
authorization

PODs hosted by POD
providers (with the option
to self-host server and run

POD on your own)

Not implemented at the
moment

Digital signatures; X.509
certificates; TLS

‘WebID for Auth interop;
REST API + Linked Data
principles for API and
schema interop

Digi.me

Username and password for
users; OAuth 2.0 for third
party applications

Cloud-based consent access
service for app
authorization

Personal cloud storage
hosted by centralized
providers

AES-256 for file encryption
within cloud storage

TLS; RSA encryption for
password vaults with
additional OAEP padding;
X.509 certificates

Data normalization via
internal cloud service
ATLAS for schema interop

Mastodon

Username and password for
users; OAuth 2.0 for third
party applications

Applied locally on instance
level

Centralized data storage on
separated instance servers

Not implemented at the
moment

Keybase proofs for identity

verification; TLS connection

in most instances (not sure
if required)

ActivityPub + Activity
Streams 2.0 for API and
schema interop

Table 6: Comparison of web platforms based on key indicators
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. This also applies if the user sets the privacy preference

for their post so that only followers or tagged users are addressed. While
the encrypted transport layer (using TLS) in most of the Mastodon servers
protects against vulnerabilities such as man-in-the-middle attacks, the lack
of end-to-end encryption in message exchange amplifies the trust, users must
have in the chosen instance™.

5.4 Discussion

Based on the outcomes of the previous chapter, Table 6 presents a com-
parative analysis of Solid, Digi.me and Mastodon in regards to several key
indicators. Each of the discussed platforms follows a different strategy to
enforce a decentralized, privacy-preserving social web. This chapter provides
an evaluation of the status quo and further outlines some of the most chal-
lenging, non-technical barriers, which should serve as an impulse for further
research.

"https://github.com /tootsuite/mastodon /issues/9004
"Thttps://2ality.com/2017/04 /mastodon.html
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5.4.1 Solid

Solid has a strong focus on providing interoperability between apps and thus
avert enforced data lock-in and account proliferation. While blockchain-
based alternatives such as Substratum™ may focus on architectural decen-
tralization in a puristic way, Solid aims to solve the core challenge of central-
ized data aggregation. Even though there are open questions on encryption
and end-to-end confidentiality when it comes to POD and identity providers,
Solid offers users the choice to choose and switch between various providers
and still retain access to their data and their social graphs. A choice that
users often do not have in todays fragmented web. When consumers have
full control over their personal information, they can independently decide
where they want to store the data, which provider they trust to store it, and
further who can access the data. Thus, the better understanding of who gets
access to what information can potentially result in greater transparency as
it clarifies the way, decisions are made about the user.

5.4.2 Digi.me

Digi.me is on a very similar path aiming for data freedom in a decentralized
web, but follows a slightly different strategy. While Solid fosters interoper-
ability by building on open standards and Linked Data principles, Digi.me
acts as a transparent data broker between third party applications and con-
sumers. Fine-grained encryption mechanisms on file level increase user pri-
vacy by minimizing the risk for disclosure or misuse of sensitive information
down to a minimum. Moreover, the vocabulary interoperability based on
data normalization capabilities facilitates the processing of various data for-
mats from multiple sources. Such an automated schema migration and con-
version could also enhance the interoperability within the Solid ecosystem by
facilitating the transformation of various ontologies™.

5.4.3 Mastodon

Mastodon as a federated network deals with the *winner takes all’ capital-
ism model formed by closed silos. By offering everyone the ability to host
their own microblogging instance, Mastodon empowers competition between
providers as well as providing choice for consumers. Besides the lack of end-

2www.substratum.net

"Shttps:/ /forum.solidproject.org/t /digi-me-on-the-same-path-to-data-freedom /1185 /2
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to-end confidentiality in private message exchange, one of the most significant
issues of Mastodon was the synergy between the lack of distributed identities
and the moderation policies of single instances. As a consequence, if the user
decided to leave a given instance for whatever reason, or the instance got shut
down from the admins, the user would have lost their complete social graph
built on that specific instance. With version 3.0* Mastodon implemented
an account migration system that provides the ability to transfer followers
from an account hosted on one instance to an account hosted on a different
instance.

Raman et al. [100] recently discovered apparent forms of centralization
within the Mastodon ecosystem. According to their results, almost half of the
Mastodon users are hosted on 10% of the instances, which may constitutes the
risk for converging towards a semi-centralized-like network. Regular instance
outages and the fact that almost half of the toots are published on only
ten instances furthermore emphasize the importance of replication strategies
(such as copying posts onto a secondary instance) to improve the availability.

If we think back to the use case scenario in Section /.1, each of these
platforms tackles the issue of centralized services from a slightly different
angle. All of them aim to replace the current data lock-in by interoperable
services, however, only Solid and Digi.me enable independence from service
providers by decoupling data from applications. As for Mastodon, it is not
fully clear how user privacy within the federated ecosystem is promoted,
leaving open the questions of content moderation, decentralized identity and
end-to-end confidentiality. While the previous discussion points are platform-
specific, several common challenges exist that all decentralized social web
platforms currently face:

5.4.4 User and developer adoption

One of the most substantial barriers is at the same time probably the most
obvious one - the classical chicken and egg’ problem when it comes to adop-
tion. Developers are not motivated enough to build applications if there is no
wide user base, and unless there are developers pushing forward applications,
there will be not enough competition to drive attractive alternatives which
lead users to switch from their current data silos. Especially considering
Solid there is still no such breakthrough application that could potentially
drive users to enter into the Solid ecosystem. The lack of adoption of ex-
isting, decentralized, privacy-preserving Facebook alternatives may indicate

Thttps://blog.joinmastodon.org/2019/10 /mastodon-3.0/
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that privacy as the only feature is not enough. On the one hand not for the
average user to overcome inertia and compensate trade-offs regarding usabil-
ity and functionality. And on the other hand not for SME and providers who
are currently locked out of the market to be empowered enough to compete
with market leaders. The success of new technologies often depends on the
new abilities provided to the consumer. Therefore, these platforms must of-
fer user experience that is able to compete with the current status quo in
regards to usability and speed, and functionalities that existing social web
applications cannot deliver due to their siloed nature [129].

5.4.5 Open standards

Another issue that comes along with adoption is the importance of open
standards and protocols. Especially more complex standards regarding the
Semantic Web often face a long and difficult road until they reach widespread
adoption [3]. The success of the responsible parties such as the W3C to pass
open standards for the decentralized web will determine whether or not devel-
opers will use these standards to build applications. In the case of Solid, en-
gagement of the developer community is facilitated by providing solid.js™.
Solid. js comes as a browser library for client-side scripting and includes all
of the relevant Solid protocols to support developers in writing Solid applica-
tions [107]. On top of that, library extensions such as solid-auth-client’
accelerate the development lifecycle of Solid applications by allowing for a
smooth and secure way to log in to an user’s data pod and to perform efficient
reading and writing of the data.

5.4.6 Monetization and decentralized business models

If the technical implementation is the groundwork, then the economics, mar-
keting, user centered design and coordination can be the driving forces for the
successful adoption of decentralized web platforms. It will need a fundamen-
tal shift away from current digital business models which are based on data
lock-in and the monetization of user data as they will not work the same way
they do for centralized, corporate-controlled platforms. The investigation of
alternative revenue models such as subscriptions, reverse licensing models or
micropaymnets based on cryptocurrencies will be an important aspect for
the re-decentralization of the social web. Amongst many other efforts, the

TShttps://github.com /solid /solid-client
"6https://solid.github.io/solid-auth-client /
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Web Monetization™ specification proposed by the Web Incubator Commu-
nity Group (WICG), an API that allows for micropayments and is intended
to be an alternative to advertisements, recently caught attention™. Ng [94]
examines the changes in business models that result from a connected, digital
world and the availability of data as an economic resource. Tumasjan and
Beutel [125] discussed Blockchain-based decentralized business models in the
sharing economy and further outlined relevant parameters of user adoption
of these kind of models.

5.5 Future work

Platforms such as Solid, Digi.me and Mastodon delivered the technological
proof that social web applications can be built upon a more decentralized and
privacy-preserving approach. Although research on Semantic Web technolo-
gies and Linked Data initiatives that underpin the vision of a decentralized
web makes constant progress, many challenges seem to be ahead of us. Based
on our analysis we have identified a number of possible directions for future
research:

Interoperability & schema migration.

In order to improve vocabulary interoperability and to deal with dif-
ferent data models, it will need tools for automated schema migration
and conversion. A full data normalization capability as it is provided
by Digi.me could also leverage platforms such as Solid or Mastodon in
terms of vocabulary interoperability™. An interesting direction for fu-
ture research would thus be to investigate how the mentioned platforms
intersect in terms of automated schema migrations and examine how
the could leverage each other.

Decentralized identity management systems.

Earlier we highlighted how the platforms of Solid, Digi.Me and Mastodon
approach the identification and authentication of their users. We identi-
fied that the lack of a truly decentralized identity management system
(in the case of Mastodon) can have an adverse effect on the overall
performance. Therefore, we believe it would be useful to investigate
alternative approaches, such as the DLT-based identity management

"Thttps://adrianhopebailie.github.io /web-monetization /

"https://techcrunch.com/2019/09/16 /100m-grant-for-the-web-fund-aims-to-jump-
start-a-new-way-to-pay-online/

"https:/ /forum.solidproject.org /t /digi-me-on-the-same-path-to-data-freedom /1185
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schemes evaluated by Dunphy & Petitcolas [11] or the WebID protocol
implemented in the Solid ecosystem, for decoupling user identities from
Mastodon instances.

Economic models & monetization strategies.

6

A shift away from centralized services, who control and systematically
monetize personal user information by placing individualized advertise-
ments, raises also the need for alternative digital business models. The
economic models based on which the incumbent firms on the market
of social web applications generate their main revenue streams from
would not be fully consistent with the vision of a more decentralized
and self-determined web. Although we have seen research and stan-
dardization efforts (such as the Web Monetization®) pushing in this
direction, we believe it would be interesting and beneficial to further
investigate new revenue models on which decentralized platforms can
built their services.

Content curation & community governance.

The disappearance of a single party controlling the digital service also
entails new challenges to content curation and community governance
especially in regards to decentralized social media sites. There will
be a need for legal frameworks for establishing consumer rights over
the content and data created on decentralized platforms. Therefore,
an interesting direction for future work would be, to examine tools
to effectively moderate content and governance of speech in federated
networks such as Mastodon.

Conclusion

Since its inception in 1989 the internet took a remarkable development.
This resulted in several billions of people spread across the globe benefiting
from the economic possibilities, simplified collaborations and the tremendous
amounts of shared knowledge. As an integral part of this ecosystem, the so-
cial web gradually penetrated into our everydays life. But large scale data
scandals and privacy breaches changed public awareness on how much of our
control over personal information we are willing to hand over to corporate-
controlled platforms. Some may argue that we needed this unprecedented

80https://adrianhopebailie.github.io /web-monetization /
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centralization to realize how we want our systems to be designed. However,
to say decentralization will be the solution to every single problem we face
would be counterproductive and detrimental. Freedom, competition, auton-
omy, experimentation, different people associate different values with decen-
tralization. But all of these values are said to enhance innovation. We need
to foster this innovation as it will provide more choice, which is ultimately
benefiting our society as a whole.

In this thesis, we aimed to identify: (i) the key challenges as well as
opportunities with respect to the development of decentralized social web
platforms; (ii) techniques that can be used to facilitate authentication, ac-
cess control and encryption in decentralized platforms; and (iii) currently
available platforms that offer users more control with respect to personal
data processing as well as their approaches to authentication, access con-
trol and encryption. We presented a taxonomy of network architectures and
differentiated between centralized, decentralized and distributed systems to
exemplify what decentralization in information systems means, offers and
takes. We provided an overview of what it means to protect user privacy and
furthermore explained the concepts of authentication, access control and en-
cryption, and how these techniques can enhance privacy. Furthermore, we
looked at the technical functionalities as well as at some of the key challenges
and opportunities of Solid, Digi.me and Mastodon. Finally, we outlined di-
rections for future research in this field. Our intention was clearly not only
to deliver answers, but also to raise questions and provide an impulse for
further discussions and research regarding the decentralization of the social
web.

To conclude in the words of Sir Tim Berners-Lee: "It has taken all of us
to build the web we have, and now it is up to all of us to build the web we
want - for everyone.” [13].
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