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Some Background Information



Let’s take a quick look at some relevant standards!



Access Control

Policy Administration Point (PAP))
Policy Enforcement Point (PEP)
Policy Decision Point (PDP)
Policy Information Point (PIP)

https://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-en.html

https://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-en.html


Licensing

https://www.w3.org/TR/odrl-model/

Check out the work of the DALICC project, 
Serena Villata, Víctor Rodríguez-Doncel & 

Patricia Serrano-Alvarado

https://www.w3.org/TR/odrl-model/


Norms

https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=legalruleml

Check out the work of Guido 
Governatori & Monica Palmirani

https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=legalruleml


OWL-based Usage Policies

SPECIAL’s Usage Policy Language Grammar

Bonatti, P.A., Kirrane, S., Petrova, I.M. and Sauro, L., 2020. Machine understandable 
policies and GDPR compliance checking. KI-Künstliche Intelligenz.

https://www.w3.org/TR/owl2-overview/

Check out the work of the 
SPECIAL & TRAPEZE projects

https://www.w3.org/TR/owl2-overview/


Data Privacy Vocabularies

https://www.w3.org/community/dpvcg/

Check out the work of the 
SPECIAL & TRAPEZE projects

https://www.w3.org/community/dpvcg/


Constraints

https://www.w3.org/TR/shacl/

Check out the survey “SHACL and ShEx in the wild: 
a community survey on validating shapes 

generation and adoption” by Kashif Rabbani, Matteo 
Lissandrini & Katja Hose

https://www.w3.org/TR/shacl/


Privacy Preferences

https://www.w3.org/P3P/

https://www.w3.org/P3P/


From Access Control to Usage Control



Areas that still need attention
§ Usability 
§ Understandability
§ Explanations & Negotiation
§ Effectiveness

Access Control

Semantic Web Journal, 2017



Areas that still need attention:
• Different copies and derivations of the same data 

can be shared across the network
• Giving control to users (individuals and 

organizations) and empowering them
• Techniques that ensure continuous adherence to 

policies and data usage
• Assessing security and reliability

Usage Control 

arXiv Technical Report, CoRR, 
arXiv:2203.04800, 2022
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Consent as a Legal Basis for Data Processing

Bob

Data Subject

Data Controller

Bonatti, P.A., Kirrane, S., Petrova, I.M. and Sauro, L., 2020. Machine understandable policies and GDPR compliance checking. KI-Künstliche Intelligenz.

Fernández, J.D., Sabou, M., Kirrane, S., Kiesling, E., Ekaputra, F.J., Azzam, A. and Wenning, R., 2020. User consent modeling for ensuring transparency 
and compliance in smart cities. Personal and Ubiquitous Computing.

Bob makes his data available only for medical purposes

The Data Controller processes data in accordance with the data 
subjects consent

Usage Policies

Consent & 
Transparency UI

Compliance 
Checking



Bonatti, P.A., Kirrane, S., Petrova, I.M. and Sauro, L., 2020. Machine understandable policies and GDPR compliance checking. KI-Künstliche Intelligenz.

Fernández, J.D., Sabou, M., Kirrane, S., Kiesling, E., Ekaputra, F.J., Azzam, A. and Wenning, R., 2020. User consent modeling for ensuring transparency 
and compliance in smart cities. Personal and Ubiquitous Computing.

Consent as a Legal Basis for Data Processing

§ We propose a usage policy language that can be 
used to express:

v data subject consent
v data controllers usage requests
v fragments of the GDPR
v processing requirements as business 

policies
§ We extensively re-uses standards based 

privacy-related vocabularies  
§ Policies are expressed using the Web Ontology 

Language (OWL), thus we are able to leverage 
existing OWL reasoners out of the box

SPECIAL’s Usage Policy Language Grammar

15



16

Consent as a Legal Basis for Data Processing

Bonatti, P.A., Kirrane, S., Petrova, I.M. and Sauro, L., 2020. Machine understandable policies and GDPR compliance checking. KI-Künstliche Intelligenz.

Fernández, J.D., Sabou, M., Kirrane, S., Kiesling, E., Ekaputra, F.J., Azzam, A. and Wenning, R., 2020. User consent modeling for ensuring transparency 
and compliance in smart cities. Personal and Ubiquitous Computing.

§ We propose a log vocabulary that 
reuses well-known vocabularies such 
as PROV for representing provenance 
metadata

§ Log entries are used to represent:
v Data processing events
v Policy events

§ Optional components are provided 
for:
v Immutability
v Business process management (BPM)
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Resource Usage Governance

Data Consumer

Bob sets up a personal online datastore (POD) 

Alice asks the market for medical data

Contacts the personal online datastore  (POD)

Uses the retrieved resources in her trusted execution environment (TEE)

Makes his resources available only for medical purposes

Gets a remuneration according to the number of accesses
Personal KG

Bob
Usage Policies

Personal KG
Alice

Usage Policies

Data Producer

POD
POD TEE

Trusted 
App

TEE

Trusted 
App

Basile, D., Di Ciccio, C., Goretti, V. and Kirrane, S., 2023. Blockchain based Resource Governance for Decentralized Web Environments. Frontiers in 
Blockchain.
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Resource Usage Governance

Basile, D., Di Ciccio, C., Goretti, V. and Kirrane, S., 2023. Blockchain based Resource Governance for Decentralized Web Environments. Frontiers in 
Blockchain.
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What about the data subjects?



“Consent should be given by a clear affirmative act establishing 
a freely given, specific, informed and unambiguous indication 
of the data subject's agreement to the processing of personal 
data relating to him or her, such as by a written statement, 
including by electronic means, or an oral statement” (GDPR). 



The SPECIAL Tab Based Consent UI



The SPECIAL Functionality Based 
Consent UI



The SPECIAL Slider Based Consent UI



The SPECIAL Mobile Consent UI



The SPECIAL Dynamic Consent UI



The SPECIAL Dashboard V1



The SPECIAL Dashboard V2



The SPECIAL Dashboard V3



What has been happening more broadly?



SWJ Special Issue: 
Data and Algorithmic Governance

https://www.semantic-web-journal.net/issues

https://www.semantic-web-journal.net/issues


SWJ Special Issue: Knowledge 
Graphs Validation & Quality

https://www.semantic-web-journal.net/issues

https://www.semantic-web-journal.net/issues


Trusting Decentralised 
Knowledge Graphs and Web Data



Knowledge Graphs Validation & Quality

The WOP workshop series covers issues related to quality in ontology design and 
ontology design patterns (ODPs) for data and knowledge engineering in Semantic Web.

Ultimately, providing better user interfaces, visual 
representations and interaction techniques will foster 
user engagement and likely lead to higher quality 
results in different applications employing semantics, 
and proliferate the consumption oof Ontologies, Linked 
Data and Knowledge Graphs.More specifically, these solutions are expected to tackle major issues such as the 

synchronisation problem (monitoring changes), the curation problem (repairing data 
imperfections), the appraisal problem (assessing the quality of a dataset), the citation 
problem (how to cite a particular version of a dataset), the archiving problem 
(retrieving a specific version of a dataset), and the sustainability problem (preserving 
at scale, ensuring long-term access).



Let’s take a quick look at some other EU directives 
and regulations!



The General Data Protection Regulation 
(came into force 2018)

http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32016R0679

2013 2014 2015 2016 2017 2018

Draft of the regulation
7/22/2012

Revisions in the draft
3/12/2013

Discussions in the EU Council

5/19/2014

EU Council finalises the chapters
8/6/2015

Trilogue starts
6/24/2015

Trilogue agrees
12/17/2015

Comes into force
5/15/2018

In the context of the European 
Union’s ordinary legislative 
procedure, a trilogue is an 
informal interinstitutional 
negotiation bringing together 
representatives of the European 
Parliament, the Council of the 
European Union and the 
European Commission.

Objectives:
• Protect individuals' fundamental 

rights and freedoms, particularly 
their right to protection of their 
personal data

• Homogeneous protection of 
personal data across the EU 
Member States

• Increased accountability.
• A simplified and lighter legal 

framework on the processing of 
personal data

http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32016R0679


Copyright in the Digital Single Market 
(came into force 2021)

https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A32019L0790

https://www.theverge.com/2019/3/26/18280726/europe-copyright-directive

Objectives:
• Protects creativity in the digital age, bringing 

concrete benefits to citizens, the creative 
sectors, the press, researchers, educators and 
cultural heritage institutions across the EU

• Ensure that creators are fairly remunerated in 
the digital space

• Protecting freedom of expression, a core value 
in our democracies.

https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A32019L0790
https://www.theverge.com/2019/3/26/18280726/europe-copyright-directive


The EU Data Governance Act 
(came into force Sept 2023)

https://digital-strategy.ec.europa.eu/en/policies/data-governance-act

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R0868

Objectives:
§ Increase trust in data sharing
§ Strengthen mechanisms to increase data availability 
§ Overcome technical obstacles to the reuse of data
§ Support the set-up and development of common European 

data spaces involving both private and public players
§ Sectors: health, environment, energy, agriculture, mobility, 

finance, manufacturing, public administration and skills   

https://digital-strategy.ec.europa.eu/en/policies/data-governance-act
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R0868


The EU Data Governance Act 
(came into force Sept 2023)

https://digital-strategy.ec.europa.eu/en/policies/data-governance-act

https://digital-strategy.ec.europa.eu/en/policies/data-governance-act


The EU Data Act 
(Came into force Jan 2024)

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM%3A2022%3A68%3AFIN

https://digital-strategy.ec.europa.eu/en/policies/data-act

Objectives:
§ Establish clear and fair rules for accessing and using 

data within the European data economy
§ Empower users (businesses or consumers) to easily and 

securely access, use and share the generated data.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM%3A2022%3A68%3AFIN
https://digital-strategy.ec.europa.eu/en/policies/data-act


https://digital-strategy.ec.europa.eu/en/policies/data-act

The EU 
Data Act 
(Came 
into force 
Jan 2024)

https://digital-strategy.ec.europa.eu/en/policies/data-act


The EU Artificial Intelligence Act 
(Text will be finalised Q1 2024)

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence

Objectives:
§ Boost research and industrial capacity while 

ensuring safety and fundamental rights
§ Ensuring that AI is human-centric and 

trustworthy

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence


The EU Artificial Intelligence Act 
(Text will be finalised Q1 2024)

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence

https://artificialintelligenceact.eu/wp-content/uploads/2024/01/AIA-Final-Draft-21-
January-2024.pdf

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence
https://artificialintelligenceact.eu/wp-content/uploads/2024/01/AIA-Final-Draft-21-January-2024.pdf
https://artificialintelligenceact.eu/wp-content/uploads/2024/01/AIA-Final-Draft-21-January-2024.pdf


The EU Artificial Intelligence Act 
(Text will be finalised Q1 2024)

https://artificialintelligenceact.eu/wp-content/uploads/2024/01/AIA-Final-Draft-21-January-2024.pdf

Appears to be 
moved from the 
annexes to the 

recitals

https://artificialintelligenceact.eu/wp-content/uploads/2024/01/AIA-Final-Draft-21-January-2024.pdf


§ Bring a wide array of economic and societal benefits across the entire 
spectrum of industries and social activities.

§ AI can also bring about new risks or negative consequences for individuals 
or the society.

§ Twin objective of promoting the uptake of AI and of addressing the risks 
associated with certain uses of such technology.

§ Rules for AI available in the Union market or otherwise affecting people in the 
Union should therefore be human centric.

§ It supports the objective of the Union being a global leader in the 
development of secure, trustworthy and ethical artificial intelligence.

The EU Artificial Intelligence Act (2024)
Reasons for and objectives of the proposal



§ The regulation follows a risk-based approach, differentiating between 
(i) an unacceptable risk 
(ii) a high risk
(iii) low or minimal risk

§ For non-high-risk AI systems, only very limited transparency obligations are 
imposed, for example in terms of the provision of information to flag the use of an 
AI system when interacting with humans.

§ For high-risk AI systems, the requirements of high-quality data, documentation 
and traceability, transparency, human oversight, accuracy and robustness, are 
strictly necessary to mitigate the risks to fundamental rights and safety posed by AI

The EU Artificial Intelligence Act (2024)
Proportionality



§ All those AI systems whose use is considered unacceptable as contravening Union values, 
for instance by violating fundamental rights. 

§ The prohibitions covers practices that have a significant potential to manipulate persons 
through subliminal techniques beyond their consciousness; 

§ Or exploit vulnerabilities of specific vulnerable groups such as children or persons with 
disabilities in order to materially distort their behaviour in a manner that is likely to cause 
them or another person psychological or physical harm. 

§ The proposal also prohibits AI-based social scoring for general purposes done by public 
authorities. 

§ The use of ‘real time’ remote biometric identification systems in publicly accessible 
spaces for the purpose of law enforcement is also prohibited unless certain limited 
exceptions apply.

Artificial Intelligence Legislation
Prohibited AI



Artificial Intelligence Legislation
High Risk AI



Artificial Intelligence Legislation
High Risk AI



Artificial Intelligence Legislation
High Risk AI



Artificial Intelligence Legislation
High Risk AI



Artificial Intelligence Legislation
High Risk AI



§ Legal requirements for high-risk AI systems in relation to data and data 
governance, documentation and recording keeping, transparency and 
provision of information to users, human oversight, robustness, accuracy and 
security.

§ The precise technical solutions to achieve compliance with those requirements may 
be provided by standards or by other technical specifications

§ A comprehensive ex-ante conformity assessment through internal checks, 
combined with a strong ex-post enforcement

§ The setup of an EU database that will be managed by the Commission to 
increase public transparency and oversight

§ The establishment of a European Artificial Intelligence Board composed of 
representatives from the Member States and the Commission. 

The EU Artificial Intelligence Act (2024)
Governance



Looking to the Future!



KG-based AI for Self-Determination

54Ibáñez, L., Domingue, J., Kirrane, S., Seneviratne, O., Third, A., Vidal, M., 2023. Trust, Accountability, and Autonomy in Knowledge 
Graph-based AI for Self-determination. Transactions on Graph Data and Knowledge (TGDK)

54



KG-based AI for Self-Determination
The Vision

KG-based AI for Self-determination Conceptualisation

• The three pillar research topics - trust, accountability, and 
autonomy - represent the desired goals for how AI can 
benefit society and facilitate self-determination

• The pillars combine fundamental principles of the 
proposed EU AI Act and self-determination theory. 

• The pillars are supported via four foundational research 
topics that represent the tools and techniques needed to 
support the three research pillars:

• machine-readable norms and policies
• decentralised infrastructure
• decentralised KG management
• explainable and neuro-symbolic AI

55Ibáñez, L., Domingue, J., Kirrane, S., Seneviratne, O., Third, A., Vidal, M., 2023. Trust, Accountability, and Autonomy in Knowledge 
Graph-based AI for Self-determination. Transactions on Graph Data and Knowledge (TGDK)
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KG-based AI for Self-Determination
The Pillars

56Ibáñez, L., Domingue, J., Kirrane, S., Seneviratne, O., Third, A., Vidal, M., 2023. Trust, Accountability, and Autonomy in Knowledge 
Graph-based AI for Self-determination. Transactions on Graph Data and Knowledge (TGDK)

§ Machine-readable policies must 
faithfully represent human 
policies and norms

§ Enforcement and compliance
checking: 
v (semi-)automated 

techniques
v auditing and tracing 
v trusted execution 

environments
v certification mechanisms

§ Detecting if any party violated
policies and norms

§ Facilitating learning 
transparency 

§ Providing explanations for 
recommendations and decisions 

§ Integrating, querying, and 
aggregating knowledge from 
disparate sources

§ Controlling who has access to 
our personal data

§ Negotiating terms of use

§ Fostering collaboration via 
aggregation and strong privacy
guarantees (e.g., 
anonymisation)

§ Continuous monitoring via 
auditing, tracing, and 
certification

§ Self-sovereign identities

Trust Accountability Autonomy

56



§ We need to put more emphasis on tech transfer and develop best practices 
for software engineers and architects

§ Performance, scalability, and usability need to be assessed in practical real 
world settings

§ There is no standard general purpose policy language capable of representing 
various policies, norms, and preferences

§ Machine-readable policies must faithfully represent human policies and norms
§ Technical usage control is difficult, which means we often need to rely on 

legal agreements
§ We need to get into the practice of defining attacker models for privacy and 

security use case scenarios
§ EU research is greatly influenced by regulations and directives - this can be 

both a help and a hinderance 

Opportunities and Challenges
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